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Motivation: Reactor Antineutrino Anomaly (RAA)

• World average observed flux shows 6% deficiency with respect to 
theoretical predictions.


• The prediction models are based on Huber+Mueller and by 3-flavor 
neutrino oscillations at the distance of each experiment. 

1.3. Anomalies in source and accelerator experiments

Anomalous results have also been obtained in other neutrino experiments. Both the SAGE
and GALLEX radiochemical gallium experiments have observed neutrino flux deficits with
high-activity Oe calibration sources [38–41].

Additional anomalies have become apparent in accelerator-based neutrino experiments.
The liquid scintillator neutrino detector (LSND) experiment at Los Alamos National
Laboratory was designed to search for neutrino oscillations in the O lN Oe channel. It mea-
sured an excess of events at low energy consistent with an oscillation mass splitting of
∣ ∣% _m2 1eV2 [42]. The Mini Booster Neutrino Experiment (MiniBooNE) at Fermilab
National Accelerator Laboratory was conceived to test this so-called ‘LSND anomaly’ in the
same L/E region [43]. In both the O lN Oe and O OlN e appearance channels, it observed an
excess of events. There is some disagreement regarding the compatibility of MiniBooNE Oe

appearance data in models involving 3 active neutrinos and 1 sterile state (3+ 1 model) [44]
but the allowed regions for neutrino oscillations partially overlap with the allowed regions
from LSND.

1.4. Global Fits

Attempts have been made to fully incorporate the observed anomalies into frameworks with
one or more additional sterile neutrino states. Combining the short-baseline reactor anomaly
data with the gallium measurements under the assumption of one additional sterile neutrino
state allows one to determine the allowed regions (%m14

2 , Rsin 22
14) in the global parameter

space. Two recent efforts obtain slightly different allowed regions and global best-fit points
[3, 5]. The disagreement can be attributed to the differences in handling uncertainties and the
choice of spectral information included in the analyses. Inclusion of all Oe and Oe dis-
appearance measurements further constrains the parameter space [5]. Figure 4 illustrates the
allowed regions obtained from different combinations of anomalous experimental results.

Because of the tensions between some appearance and disappearance results, difficulties
arise in developing a consistent picture of oscillations in the 3+ 1 framework [44] involving

Figure 4. Allowed regions in 3+ 1 framework for several combinations of Oe and Oe

disappearance experiments. Contours obtained from [3, 5, 44].
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RAA best-fit point at 𝑠𝑖𝑛22𝜃 = 0.165, ∆𝑚2= 2.39 Where this global deficit is coming from? 
• Reactor model predictions are not good enough

• Sterile Neutrinos: 

- high frequency oscillations (~meter baselines).

- eV-scale mass splitting.
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Figure 57. Short baseline reactor antineutrino anomaly. The experimental results are compared to the pre-
diction without oscillation, taking into account the new antineutrino spectra, the corrections of the neutron
mean lifetime, and the o↵-equilibrium e↵ects. Published experimental errors and antineutrino spectra errors
are added in quadrature. The mean averaged ratio including possible correlations is 0.927±0.023. As an
illustration, the red line shows a 3 active neutrino mixing solution fitting the data, with sin2(2✓13) = 0.15.
The blue line displays a solution including a new neutrino mass state, such as |�m2

new,R| � 2 eV2 and
sin2(2✓new,R)=0.12, as well as sin2(2✓13) = 0.085.

sensitive of them, involving experts, would certainly improve the quantification of the anomaly.

The other possible explanation of the anomaly is based on a real physical e↵ect and is detailed in
the next section. In that analysis, shape information from the Bugey-3 and ILL published data [391,
448] is used. From the analysis of the shape of their energy spectra at di↵erent source-detector
distances [391, 449], the Goesgen and Bugey-3 measurements exclude oscillations with 0.06 <
�m2 < 1 eV2 for sin2(2✓) > 0.05. Bugey-3’s 40 m/15 m ratio data from [391] is used as it provides
the best limit. As already noted in Ref. [481], the data from ILL showed a spectral deformation
compatible with an oscillation pattern in their ratio of measured over predicted events. It should
be mentioned that the parameters best fitting the data reported by the authors of Ref. [481] were
�m2 = 2.2 eV2 and sin2(2✓) = 0.3. A reanalysis of the data of Ref. [481] was carried out in order
to include the ILL shape-only information in the analysis of the reactor antineutrino anomaly. The
contour in Fig. 14 of Ref. [448] was reproduced for the shape-only analysis (while for the rate-
only analysis discussed above, that of Ref. [481] was reproduced, excludeing the no-oscillation
hypothesis at 2�).

The fourth neutrino hypothesis (3+1 scenario)

Reactor Rate-Only Analysis

The reactor antineutrino anomaly could be explained through the existence of a fourth non-
standard neutrino, corresponding in the flavor basis to a sterile neutrino ⌫s (see [25] and references
therein) with a large �m2

new value.

For simplicity the analysis presented here is restricted to the 3+1 four-neutrino scheme in which
there is a group of three active neutrino masses separated from an isolated neutrino mass, such
that |�m2

new| � 10�2 eV2. The latter would be responsible for very short baseline reactor neutrino
oscillations. For energies above the IBD threshold and baselines below 100 m, the approximated
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Physics Goals
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Search for short-baseline sterile neutrinos: 
• Few meters baseline variation affects the predicted 

spectrum assuming sterile oscillations. 
• Compact research reactor is necessary to prevent washing 

out oscillation. 
• Reactor-model independent search for oscillations 

throughout the detector .

Measurement of 235U antineutrino 
spectrum: 
• High energy resolution . 
• High statistics. 
• Have high enriched uranium cores: 235U only.

Existing measurement from 1981 ILL experiment (~5k events).

Baselines 7-9 meters

There are not precise measurements at very short baseline. 
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Detector Design
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The mixture of isotopes produced is complex, leading to a continuous spectrum of electron
flavored antineutrinos with energies primarily between 0 MeV and 8 MeV. Given the gener-
ally short half-life of the fission by-products, the flux of antineutrinos is proportional to the
thermal power of the reactor core. A variety of methods have been used over many decades
to calculate the ⌫e flux and spectrum. As early as 1948, statistical modeling of known nuclear
physics was used to estimate the expected flux [14]. Over the years, tabulation of careful
experimental measurements of isotope yields and isotope decay schemes lead to the sum-
mation or ab initio approach [15, 16]. Incorporating precision studies of the beta spectra
from fission by-products (beta conversion method [17]) resulted in more precise estimates.
However, given that thousands of beta-branches contribute to the observed spectrum, these
calculations remained challenging. In recent years, new techniques and methods [1, 2] have
produced tension with previous calculations.

Figure 3: Photographs of a dummy HFIR fuel element with active fuel diameter of 0.435 m and length of
0.508 m are shown in (a) & (b). The location of the active fuel in a detailed MCNP model of the full reactor
system is indicated in (c). A projection of the core wide fission power density (i.e. antineutrino production
source term) onto the x-z plane is shown in (d).

2.2. The High Flux Isotope Reactor (HFIR)

HFIR is a compact research reactor located at ORNL, and is described in great detail
elsewhere [13]. It burns highly enriched uranium fuel (235U), and was designed primarily
to support neutron scattering and radiation damage experiments, trace element detection,
and the production of radioactive isotopes for medical and industrial purposes. Operating
at 85 MW, HFIR is also a steady and reliable source of antineutrinos with minimal fuel
evolution (> 99% of fissions are from 235U throughout each cycle). As seen in Fig. 3 the
HFIR core has two cylindrical fuel elements with the outer element having a diameter of
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HIGH FLUX ISOTOPE REACTOR 
 AT OAK RIDGE NATIONAL LABORATORY  

Reactor Core highly-enriched (HEU): 
>99% of νe flux from 235U fission: 
• Power: 85 MW 
• Core shape: cylindrical 
• Size: h=0.5m d=0.4m 
• Duty-cycle: 24 days cycle 
  

• ~3,000 L 6Li-loaded fiducial 
volume. 

• 11 x 14 array of optically 
separated segments.  

• Double ended PMT readout, 
with light concentrators.  

• Good light collection and 
energy response ~4.5-5%√E 
energy resolution. 

• Full X,Y,Z event reconstruction.  
   

 
  

Reactor is smaller  
than conventional  

power reactors 

7m (short basline)

Segmented Detector



IBD detection with 6LiLS
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IBD: 𝜈e + p → 𝛽+ + n ~10μm

~50μs

Prompt

Delayed

𝛽𝛾 𝛾

E = 1-10 MeV

E ~ 0.55 MeVee

• 1-10 MeV 𝛃+-like prompt signal (ionization and 
annihilation of positron). 

• Followed by ~50𝜇s delayed neutron (~0.55 MeV) 
capture on 6Li. 

• 6LiLS ideal for neutron tag in compact detector 
as decay is highly localized in space within a 
segment.

The Pulse Shape Discrimination (PSD) of 
scintillator works as particle 
identification.
• it can distinguishes  gamma 

interactions, neutron capture and 
nuclear recoils.

• Essential to remove cosmogenic 
neutrons background.

PSD = Qtail/Qfull

JINST 13 P06023 2018
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• Time+position-coincident IBD e+ and n signals

• Prompt: IBD e+-like PSD+energy

• Delayed: n-6Li PSD+energy+topology

• Reject if coincident with cosmic μ/n

• Require signals to occur in fiducial segments

• Primary cosmic neutrons account for most  
of the remaining IBD-like background
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• Compare measured, predicted spectrum ratios for different (Δm241, sin22θ14):

• Uncertainty covariance matrix Vtot = Vsys + Vstat

•Statistics are the dominant sensitivity  
limiter

• Best-fit χ2/NDF  

of 119.3/142 at  
(Δm241, sin22θ14) 
= (1.78 eV2 , 0.11)

• Pictured: Δχ2 with 
respect to this  
best-fit point

Oscillation Search: Results
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• Feldman Cousins frequentist test and Gaussian CLs method 
are used to evaluate the exclusion regions in the oscillation 
phase space. 

• RAA best-fit excluded: 98.5% C.L.

• Data is compatible with null oscillation hypothesis (p=0.57)
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Summary
• An analysis of all PROSPECT reactor neutrino data has increased sterile neutrino 

sensitivity in the high-Δm2 regime. 


• The ‘reactor antineutrino anomaly’ best-fit is excluded at 2.5σ CL.


• No evidence for sterile neutrino oscillations is found.


• PROSPECT’s current dataset will provide a substantially improved spectrum and 
oscillation measurement in the future. (EG.00004 X. Zhang)


• PROSPECT is pursuing upgraded detector deployment at HFIR that will further 
increase its measurement precision (EG.00005 H. Pieter)


• Latest Antineutrino Spectrum Measurement at PROSPECT  (EG.00002 B. Foust)


• Check out these other PROSPECT talk(s) (EG00007 A. Delgado) 11
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Motivation: Reactor Antineutrino Spectrum Deviations 

13

5 10 15 20
Visible Energy (MeV)

10

210

310

410

Ev
en

ts
 / 

0.
25

 M
eV

Double Chooz IV: Near (258 live-days)

ND Data
No-oscillatted MC
Accidentals
Li9

Fast Neutrons

5 10 15 20
Visible Energy (MeV)

10

210

310

Ev
en

ts
 / 

0.
25

 M
eV

Double Chooz IV: Far (818 live-days)

FD Data
No-oscillatted MC
Accidentals
Li9

Fast Neutrons

1 2 3 4 5 6 7
Visible Energy (MeV)

0.8

0.9

1.0

1.1

1.2

1.3

Ob
se

rv
at

ion
 / 

No
-o

sc
illa

tio
n 

pr
ed

ict
ion

Double Chooz IV

 / DoF = 182 / 112
min
2χ

Near (258 live-days)

ND Data

No oscillation

 0.014± = 0.105 13θ22Best fit on sin

Single Detector Uncertainty

Multi Detector Uncertainty
Uncertainty is the square root of the covariance matrix diagonal terms

1 2 3 4 5 6 7
Visible Energy (MeV)

0.8

0.9

1.0

1.1

1.2

1.3

Ob
se

rv
at

ion
 / 

No
-o

sc
illa

tio
n 

pr
ed

ict
ion

Double Chooz IV

 / DoF = 182 / 112
min
2χ

Far (818 live-days)

FD Data

No oscillation

 0.014± = 0.105 13θ22Best fit on sin

Single Detector Uncertainty

Multi Detector Uncertainty
Uncertainty is the square root of the covariance matrix diagonal terms

Figure 3: ND and FD Spectra & SD Ratios. Both ND (⇠210k IBD’s) and FD (⇠90k IBD’s) spectra are shown (top) within
the fit [1.0,20.0] MeV range, including the un-oscillated MC prediction (red) and the BG model: accidentals (clear grey), 9Li (grey)
and fast-neutron (dark grey). Cosmogenic BGs are estimated during the fit since 9Li (unconstraint) dominates in the [7.0,12.0] MeV
region and fast-neutrons above 12 MeV. The impact of accidentals to the ✓13 measurement is negligible. The data (BG subtracted)
to prediction ratio is shown (bottom). The best fit solution (blue) contrasts with the no-oscillation hypothesis (red). Two dominant
spectral distortions can be appreciated: the ✓13 signature (mainly FD) and a common 5 MeV excess, leading to a large �2/DoF of
182/112. Bugey4 constrains the prediction rate. The normalisation with this constraint is lower as compared to the prediction rate
not using the Bugey4 information. The cancellation of both common distortions and correlated uncertainties takes place from the SD
(yellow) to the MD (green) configurations. The covariances used (not shown) play an important role during the fit.

over an extended window up to 100 MeV. The overall impact
of BG on ✓13 is marginal. The dominant BG systematic is
the 9Li uncertainty. The BG model accuracy was scrutinised
independently with ⇠17 days of inclusive 0-reactor data sam-
ples in both ND and FD-II. Thus, these data are not used in
the ✓13 fit. No non-statistical bias or tension (<1�) is found
on the measured BG-model, rates and/or spectral shapes.

The ✓13 Measurement

The ✓13 measurement is obtained by contrasting the observed
IBD rate+shape spectral distortion against the specific neu-
trino oscillation model prediction, in which the rate reduces
following the flux modulation given by

P (⌫̄e ! ⌫̄e) ⇡ 1� sin2 2✓13 sin
2(1.267�m2

eeL/E⌫̄e
)

where sin22✓13 is the unknown. L(m) is the oscillation base-
line distance between each reactor-detector pair, E⌫̄e(MeV)

is the neutrino energy obtained from the prompt energy de-
position or Visible Energy (E⌫̄e ⇡ Ee+ + 0.78 MeV). �m2

ee

is the pertinent ⌫e weighted average of �m2
31 and �m2

32 [35],
where |�m2

ee| = (2.484 ± 0.036) ⇥ 10�3eV2 [36] is used as
input to the fit. The ✓13 rate+shape fit measurement uses all
detectors data simultaneously. The nominal fit considers the
input from each SD fit (data to its MC) including pertinent
constraints and correlations. The SD fit is shown in Fig. 3-
(bottom). In our MD analysis, all SD fits (FD-I, FD-II and
ND) are simultaneously performed, constrained by the inter-
detector correlations such as BG (shape), detection (rate), en-
ergy (shape) and flux (rate+shape). Thus, the common ND
provides direct and almost un-oscillated rate+shape reference
spectrum. Systematic uncertainties cancel due to correlations
with both FD-I and FD-II. The iso-flux FD-II benefits from
the maximum error cancellation. The ✓13 measurement is, in
principle, independent from any common or correlated contri-
butions across the MC and detectors. Fig. 4-(left) illustrates
the inter-detector ratio fit exhibiting the expected ✓13 flux
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TABLE I. Measured IBD and estimated background rates
with 1.2 < Ep < 8.0 MeV, given in per day.

Detector Near Far
IBD rate 470.53± 0.51 47.06± 0.15
After background subtraction 461.00± 0.58 44.82± 0.18
Total background rate 9.53± 0.28 2.24± 0.10
Live time (days) 1807.88 2193.04
Accidental rate 2.54± 0.03 0.46± 0.01
9Li/8He rate 5.10± 0.27 0.98± 0.08
Fast neutron rate 1.81± 0.02 0.37± 0.01
252Cf contamination rate 0.08± 0.02 0.43± 0.04

ing the energy spectra of various �-ray sources using the
charge-to-energy conversion functions. The uncorrelated
energy scale difference is found to be less than 0.15%
from all the calibration data.

The average detection efficiency of the near and far
detectors is 76.47±0.16% with an uncorrelated system-
atic uncertainty of 0.13%. Main contributions to the
uncorrelated uncertainty come from different efficiencies
between the two detectors associated with Gd-capture
fraction and delayed energy requirement. The uncorre-
lated systematic uncertainty on the Gd capture fraction
is estimated as 0.1% due to the difference of Gd concen-
tration between two detectors. The uncertainty on the
delayed energy requirement is estimated as 0.05% from
the delayed energy uncertainty of 0.15%. A fractional er-
ror of the detection efficiency is 0.21% to be used as the
uncertainty of the far-to-near detection efficiency ratio.
A detailed description of the detection efficiency can be
found in Ref. [8].

The expected rates and spectra of reactor ⌫e are cal-
culated for the duration of physics data-taking by taking
into account the varying thermal powers, fission fractions
of four fuel isotopes, energy release per fission, fission
spectra, and IBD cross sections [13–19]. The total uncor-
related systematic uncertainty of reactor flux is estimated
as 0.9%. The total correlated uncertainty of reactor flux
is 2.0% and is cancelled out in the far-to-near ratio mea-
surement.

We observe a clear deficit of the measured IBD rate
in the far detector with respect to the expected one, in-
dicating the reactor ⌫e disappearance. Using the deficit
information only, a rate-only analysis obtains sin2 2✓13 =
0.0874 ± 0.0050(stat) ± 0.0054(syst), where the world
average value of |�m2

ee| = (2.56 ± 0.05) ⇥ 10�3 eV2 is
used [20]. The total systematic error of sin2 2✓13 is re-
duced from 0.0068 to 0.0054, mostly due to the decreased
background uncertainty, relative to the previous mea-
surement [7, 8], while the statistical error is significantly
reduced from 0.0091 to 0.0050.

Figure 1 shows a shape comparison between the ob-
served IBD prompt spectrum after background subtrac-

tion and the prediction from a reactor ⌫e model [17, 18]
and the best-fit oscillation results. The fractional dif-
ference between data and prediction is also shown in
the lower panel. A clear discrepancy between the ob-
served and MC predicted spectral shapes is found in
the region of 5 MeV in both detectors. For the spec-
tral shape comparison, the MC predicted spectrum is
normalized to the observed one in the region excluding
3.6 < Ep < 6.6 MeV. This observation suggests needs for
reevaluation and modification of the current reactor ⌫e
model [17, 18].
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FIG. 1. Spectral shape comparison of observed and expected
IBD prompt events in the near and far detectors. The ob-
served spectra are obtained from subtracting the remaining
background spectra as shown in the insets. The expected
distributions are obtained from the best-fit oscillation results
that are applied to the no-oscillation MC spectra. The de-
viation from the expectation near 5 MeV is larger than the
uncertainty of an expected spectrum (shaded band) from the
reactor antineutrino model[17, 18].

We observe a clear energy dependent disappearance of
reactor ⌫e in the far detector. Even with the unexpected
structure around 5 MeV, the oscillation amplitude and
frequency can be determined from a fit to the measured
far-to-near ratio of IBD prompt spectra because of its
cancellation in the ratio measurement. The relative mea-
surement using identical near and far detectors makes the
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TABLE I. Measured IBD and estimated background rates
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surement.

We observe a clear deficit of the measured IBD rate
in the far detector with respect to the expected one, in-
dicating the reactor ⌫e disappearance. Using the deficit
information only, a rate-only analysis obtains sin2 2✓13 =
0.0874 ± 0.0050(stat) ± 0.0054(syst), where the world
average value of |�m2
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duced from 0.0068 to 0.0054, mostly due to the decreased
background uncertainty, relative to the previous mea-
surement [7, 8], while the statistical error is significantly
reduced from 0.0091 to 0.0050.

Figure 1 shows a shape comparison between the ob-
served IBD prompt spectrum after background subtrac-

tion and the prediction from a reactor ⌫e model [17, 18]
and the best-fit oscillation results. The fractional dif-
ference between data and prediction is also shown in
the lower panel. A clear discrepancy between the ob-
served and MC predicted spectral shapes is found in
the region of 5 MeV in both detectors. For the spec-
tral shape comparison, the MC predicted spectrum is
normalized to the observed one in the region excluding
3.6 < Ep < 6.6 MeV. This observation suggests needs for
reevaluation and modification of the current reactor ⌫e
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FIG. 1. Spectral shape comparison of observed and expected
IBD prompt events in the near and far detectors. The ob-
served spectra are obtained from subtracting the remaining
background spectra as shown in the insets. The expected
distributions are obtained from the best-fit oscillation results
that are applied to the no-oscillation MC spectra. The de-
viation from the expectation near 5 MeV is larger than the
uncertainty of an expected spectrum (shaded band) from the
reactor antineutrino model[17, 18].

We observe a clear energy dependent disappearance of
reactor ⌫e in the far detector. Even with the unexpected
structure around 5 MeV, the oscillation amplitude and
frequency can be determined from a fit to the measured
far-to-near ratio of IBD prompt spectra because of its
cancellation in the ratio measurement. The relative mea-
surement using identical near and far detectors makes the
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i
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i −Npred

i |
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χ2
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ij = (N obs
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j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.
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ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
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are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).
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Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.
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Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,
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Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (
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(Vii)) for the

reactor related and the full systematic uncertain-
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χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
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for the definitions.
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comparison with Sdyb, the fluctuation shown in the lowest
energy range is mainly due to the convolution of the
spectrum from the original one with large neutrino energy
bin sizes to one with finer prompt energy bin sizes for this
work. Other small fluctuations at several energies also seem
to have some small structures which are common for both

reference spectra but, regarding the uncertainties, are not so
significant.
The following systematic uncertainties are taken into

account. Errors in the reference antineutrino spectra are the
main contributors to the total uncertainties. The 0.5%
uncertainty in the reconstructed energy scale is another
large contributor to the total uncertainty. Other sources of
uncertainty, such as the inaccuracy of the effective baseline,
fuel-related uncertainties from burn-up and fission frac-
tions, spill-in from inactive volumes, events generated by
antineutrinos from neighbor reactors, and other detector-
related uncertainties have negligible effects on the spec-
tral shape.
Probing an oscillation in a spectrum measured with a

single detector at one fixed distance from the reactor core
depends on the accuracy and precision of the reference
spectrum. Among the available references, the flux calcu-
lation by Huber and Mueller provides tabulated uncertain-
ties with their correlations between the neutrino energy bins
and isotopes, and, even though their uncertainties are
underestimated [18], their spectral shapes (not their abso-
lute rates) are generally in good agreement with existing
experimental results except for the region of the 5 MeV
excess. A recent high-resolution ab initio calculation by
Dwyer and Langford [17] better describes the observed
5 MeV excess, but its large uncertainties and their corre-
lations, which are yet to be exactly quantified, make a
comparison with our data impractical. Experimentally, only
the Daya Bay unfolded spectrum [31] is based on a direct
measurement, and, therefore, the uncertainties in the anti-
neutrino spectrum are relatively small. The correlation of
uncertainties among the energy bins can be dealt with by
the provided covariance matrix.
In the present work, the measured prompt energy

spectrum is compared with Sdyb for testing the oscillation.
A χ2 is constructed with 61 data points in the 1–10 MeV
prompt energy spectrum and a covariance matrix Vij that
accounts for correlations between uncertainties:

χ2 ¼
XN

i¼1

XN

j¼1

!
Mi −

ton
toff

Bi − Ti

"
V−1
ij

×
!
Mj −

ton
toff

Bj − Tj

"
; ð3Þ

where M (B) is the number of measured IBD candidate
events accumulated during the reactor-on (-off) period, T
is the prediction from a reference spectrum that accounts
for oscillation parameters, and the subscripts i and j denote
the prompt energy bin. To construct Vij, the elements for
the errors in the reference antineutrino spectrum are
calculated from the matrix in Table 13 of Ref. [31], by
convolving them with the detector response shown in the
inset in Fig. 3(a). Then the other elements from statistical
and detector systematic uncertainties are added.
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FIG. 3. (a) The IBD prompt energy spectrum. The last bin is
integrated up to 10 MeV. The orange shaded histogram is the
background spectrum measured during the reactor-off period.
The detector response matrix in the inset shows the relation
between the neutrino energy and the prompt energy. (b) The ratio
of the observed prompt energy spectrum to the HM flux
prediction weighted by the IBD cross section with the 3 − ν
hypothesis. The predicted spectrum is scaled to match the area of
the data excluding the 5 MeV excess region (3.4–6.3 MeV).
(c) The ratio of the data to the expected spectrum based on the
Daya Bay result with the 3ν hypothesis, scaled to match the
whole data area. The solid green line is the expected oscillation
patterns for the best fit of the data to the 3þ 1 ν hypothesis and
the corresponding oscillation parameters ðsin2 2θ14;Δm2

41Þ is
(0.05, 1.73 eV2). The dashed red line is the expected oscillation
pattern for the RAA best fit parameters (0.142, 2.32 eV2). The
gray error bands in (b) and (c) are estimated total systematic
uncertainties, corresponding to the square roots of diagonal
elements of the covariance matrices.
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comparison with Sdyb, the fluctuation shown in the lowest
energy range is mainly due to the convolution of the
spectrum from the original one with large neutrino energy
bin sizes to one with finer prompt energy bin sizes for this
work. Other small fluctuations at several energies also seem
to have some small structures which are common for both

reference spectra but, regarding the uncertainties, are not so
significant.
The following systematic uncertainties are taken into

account. Errors in the reference antineutrino spectra are the
main contributors to the total uncertainties. The 0.5%
uncertainty in the reconstructed energy scale is another
large contributor to the total uncertainty. Other sources of
uncertainty, such as the inaccuracy of the effective baseline,
fuel-related uncertainties from burn-up and fission frac-
tions, spill-in from inactive volumes, events generated by
antineutrinos from neighbor reactors, and other detector-
related uncertainties have negligible effects on the spec-
tral shape.
Probing an oscillation in a spectrum measured with a

single detector at one fixed distance from the reactor core
depends on the accuracy and precision of the reference
spectrum. Among the available references, the flux calcu-
lation by Huber and Mueller provides tabulated uncertain-
ties with their correlations between the neutrino energy bins
and isotopes, and, even though their uncertainties are
underestimated [18], their spectral shapes (not their abso-
lute rates) are generally in good agreement with existing
experimental results except for the region of the 5 MeV
excess. A recent high-resolution ab initio calculation by
Dwyer and Langford [17] better describes the observed
5 MeV excess, but its large uncertainties and their corre-
lations, which are yet to be exactly quantified, make a
comparison with our data impractical. Experimentally, only
the Daya Bay unfolded spectrum [31] is based on a direct
measurement, and, therefore, the uncertainties in the anti-
neutrino spectrum are relatively small. The correlation of
uncertainties among the energy bins can be dealt with by
the provided covariance matrix.
In the present work, the measured prompt energy

spectrum is compared with Sdyb for testing the oscillation.
A χ2 is constructed with 61 data points in the 1–10 MeV
prompt energy spectrum and a covariance matrix Vij that
accounts for correlations between uncertainties:
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where M (B) is the number of measured IBD candidate
events accumulated during the reactor-on (-off) period, T
is the prediction from a reference spectrum that accounts
for oscillation parameters, and the subscripts i and j denote
the prompt energy bin. To construct Vij, the elements for
the errors in the reference antineutrino spectrum are
calculated from the matrix in Table 13 of Ref. [31], by
convolving them with the detector response shown in the
inset in Fig. 3(a). Then the other elements from statistical
and detector systematic uncertainties are added.
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FIG. 3. (a) The IBD prompt energy spectrum. The last bin is
integrated up to 10 MeV. The orange shaded histogram is the
background spectrum measured during the reactor-off period.
The detector response matrix in the inset shows the relation
between the neutrino energy and the prompt energy. (b) The ratio
of the observed prompt energy spectrum to the HM flux
prediction weighted by the IBD cross section with the 3 − ν
hypothesis. The predicted spectrum is scaled to match the area of
the data excluding the 5 MeV excess region (3.4–6.3 MeV).
(c) The ratio of the data to the expected spectrum based on the
Daya Bay result with the 3ν hypothesis, scaled to match the
whole data area. The solid green line is the expected oscillation
patterns for the best fit of the data to the 3þ 1 ν hypothesis and
the corresponding oscillation parameters ðsin2 2θ14;Δm2

41Þ is
(0.05, 1.73 eV2). The dashed red line is the expected oscillation
pattern for the RAA best fit parameters (0.142, 2.32 eV2). The
gray error bands in (b) and (c) are estimated total systematic
uncertainties, corresponding to the square roots of diagonal
elements of the covariance matrices.
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Distortion in 4-6 MeV prompt energy, not only on theta13 experiments.

Where this deviation is coming from?
• Cannot be explained by the sterile neutrino 
introduced for flux deficit. 

• Could be an issue with reactor models?
Experiments used conventional reactors (LEU).

Experiments precisely measured spectrum from Low Enriched Uranium (LEU) reactors 235U, 238U, 239Pu, 241Pu

Daya Bay Double Chooz RENO

NEOS

PRD 98, 012002 (2018) 
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yield predicted by the ILL+Vogel model. A spectral discrepancy at positron energies around 4.2 

MeV is clearly visible. 

     The ratio of the combined measured energy spectrum to the predicted spectrum (ILL+Vogel) 

is shown in Fig. 1b.  A shift in the energy scale of 0.84 MeV was applied to the Gösgen data in 

order to match the full energy recorded in recent unsegmented detectors like RENO, Daya Bay, 

Double Chooz and NEOS [1-4].  Shown for comparison here is the ratio of the RENO near position 

spectrum [11] to the theoretical prediction of Huber-Mueller [12,13]. The Gösgen data are in good 

agreement with the respective RENO data. In order to quantify this comparison, the RENO 

positron spectrum was interpolated to the Gösgen binning, yielding a 𝜒ଶ of 12 for 16 degrees of 

Fig.1 (a) Combined positron spectrum derived from the data taken at 37.9, 45.9 and 64.7 m from the 
Gösgen PWR core [6]. The G2 and G3 spectra were rescaled to the G1 position. The three spectra were 
then combined by taking the weighted average of all three energy bins. The bin width is 0.305 MeV 
and errors shown are statistical. The solid red curve represents the positron yield predicted by the 
ILL+Vogel model [8-10]. (b)  Ratio of the combined measured energy spectrum (black dots) to the 
predicted spectrum (ILL+Vogel). A shift in the energy scale of 0.84 MeV has been applied to the 
Gösgen data in order to correct for the incomplete absorption of the two 511-keV annihilation gamma 
rays. Shown for comparison is the ratio of the RENO near position spectrum [11] to the theoretical 
prediction by Huber-Mueller [12,13] (red circles).  

Re-evaluation (2018) of

Gosgen(1980’s) experiment 
also showed a deviation in 
4-6 MeV region.


GOSGEN

arXiv:1807.01810 
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• The diagonal (statistical  
uncertainties) is clearly dominant

• Biggest systematics impact:  
relative segment normalization  
uncertainty, which effects low-dm2  
values in particular
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