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mean energy of νe: 3.6 MeV
only disappearance 
experiments possible

Reactor Antineutrinos
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νe from β-decays, pure νe source
of n-rich fission products
on average ~6 beta decays until stable

> 99.9% of νe are produced by fissions in 
235U, 238U, 239Pu, 241Pu
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Flux Deficit
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oscillations or artifact of flux predictions?

Spectral Deviation

Measured spectrum does not agree 
with predictions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,
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By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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the agreement is reasonable in other energy regions. A
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of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating
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within a selected energy window are varied in the fit. The
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ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
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Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
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reactor related and the full systematic uncertain-
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prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.
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of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
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is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
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diction is based on the Huber+Mueller model and
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ments of the covariance matrix (
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and local p-values for 1 MeV energy windows (ma-
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.
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Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
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5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i

|N obs
i −Npred

i |

√∑

j

χ2
ij ,

χ2
ij = (N obs

i −Npred
i )(V −1)ij(N

obs
j −Npred

j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
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diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (
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reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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Detector

HFIR Core

Objectives Search for short-baseline oscillation at  <10m
Precision measurement of 235U reactor νe spectrum

Relative Spectrum Measurement
relative measurement of L/E and spectral shape distortions

Segmented, 6Li-loaded Detector

unoscillated spectrum oscillated spectrum
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Experimental Site 
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Power: 85 MW
Core shape: cylindrical
Size: h=0.5m r=0.2m
Duty-cycle: 46%, 7 cycles/yr, 24 days
Fuel: HEU (235U)

Reactor Core

highly-enriched (HEU): >99% of νe flux from 235U fission

High Flux Isotope Reactor, ORNL

compact reactor core,
detector near surface, 
little overburden
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Liquid Scintillator

Antineutrino Detector Performance

Liquid Scintillator

PROSPECT Segmented 6Li-Loaded 

Antineutrino Detector Design

Initial Performance of the PROSPECT 

Antineutrino Detector
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Stability of Antineutrino Detector Response 

Liquid Scintillator

Antineutrino Detector Self-Calibration 

Liquid Scintillator

Uniformity of Antineutrino Detector Response 

Liquid Scintillator

Signal and Background Characteristics

Conclusions
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Background events provide a myriad of ways to measure segments 

performance – observed segment-to-segment  variation is small

The PROSPECT antineutrino detector (AD) in now 

operating 7-9m from a research reactor core: 

• The recently commissioned PROSPECT AD is performing very well

• Detector design features provide multiple observables to calibrate and track system 

stability and uniformity 

In addition to calibration sources, AD data can be used to 

measure system stability, validating our calibration procedures 

• 4 ton 6Li-loaded liquid scintillator ( 6LiLS) target 

• Low mass optical separators provide 154 optical 

segments, 117.5x14.6x14.6cm 3

• Double-ended PMT readout

• Internal calibration access along full segment length

Prospect has begun to study the characteristics of IBD signal and 

cosmogenic background events

• Energy resolution, position resolution and detection efficiency meet expectations

• Antineutrinos have been detected in the high background environment close to a 

research reactor core and on the Earth’s surface
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The AD light yield & PSD performance are very good (poster 146), as is 

axial position resolution. Other performance parameters are assessed via a 

combination of measurements and simulation.

Antineutrino detection efficiency

Antineutrino selection cuts preferentially 

reject cosmogenic backgrounds. Some 

PMTs have exhibited anomalous current 

behavior, with these segments being 

excluded from analysis for now. 

Simulation is used to understand the 

effect of these factors on IBD detection 

efficiency across the detector.

6Li neutron capture gives fixed 

energy events distributed 

throughout entire AD – track 

system response in time and 

measure variation along segments

Optical collection along 

segment length

Axial variation in single PMT 

light collection is almost 

exponential and has minor 

variation amongst PMTs 

Relative energy scale 

between segments

Tracking  6Li neutron capture 

feature in time demonstrates  

effectiveness of  running 

calibration and segment-to-

segment uniformity 

Timing Calibration

Muon tracks traversing 

multiple segments provide 

coincident events to extract 

segment-to-segment and 

PMT-to-PMT timing 

information

Axial position 

reconstruction

BiPo events provide a 

uniformly distributed event 

sample with which to validate 

axial position reconstruction

Time stability of energy 

reconstruction

Tracking  reconstructed energy 

of BiPo events distributed 

uniformly throughout the 

detector independently 

validates energy calibration

Time stability of neutron capture efficiency

The LiLS contains three species with non-negligible capture 

cross sections: 6Li, 1H, and 35Cl. Tracking  relative capture 

fractions demonstrates stable efficiency of the 6Li capture 

reaction used for antineutrino detection

Time variation of 

cosmogenic backgrounds

Several cosmogenic background 

event classes are observed to 

vary with the depth of the 

atmospheric column. This ~1% 

effect is corrected for in 

background subtraction 

Axial Position Resolution

212Po decays produce b-a

correlated events in the 

same location - provide 

direct measure of AD 

position resolution
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The PROSPECT AD has successfully detected antineutrinos in the high 

background environment close to a reactor core and on the Earth’s surface
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Combine: 
- PSD 
- Shower veto 
- Event topology  
- Fiducialization

A sequence of cuts leveraging spatial and timing 
characteristics of an IBD yields > 104 background 
suppression and signal to background of > 1:1.

IBD-like rate per segment n+H 

12C inelastic

Rate and shape of residual IBD-like background can be 
measured during multiple interlaced reactor-off periods.
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Figure 3: Segment positions of cosmic background IBD-like prompt events, after topology
cuts and cell-end fiducialization.
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prompt ionization [MeV]
0 1 2 3 4 5 6 7 8 9 10

Ev
en

t r
at

e 
[m

H
z/

M
eV

]

2−10

1−10

1

10

210

310

410

510 before cuts
(1), (2), (3)
(4), (5)
(6)

(a) Proposal figure.
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(b) Updated simulation.

Figure 4: P2k total cosmic contributions to IBD-like background (with cuts sequence from pro-
posal).
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Figure 5: P2k signal to background projection after cuts.

4

(b) Previously shown in PROSPECT physics paper for

12 ⇥ 10 baseline.

Figure 4: IBD signal versus IBD-like cosmic background, after all cuts. Previously publicised
figure shown for comparison.
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Neutrino Rate vs Baseline

Observation of 1/r2 behavior throughout detector volume
Bin events from 108 fiducial segments into 14 baseline bins
40% flux decrease from front of detector to back
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Neutrino Spectrum vs Baseline
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Oscillation Search Results

Disfavors RAA best-fit point at >95% CL (2.2𝝈)
�19

• Feldman-Cousins based 
confidence intervals for 
oscillation search

• Covariance matrices captures 
all uncertainties and energy/
baseline correlations

• Critical 𝜒2 map generated 
from toy MC using full 
covariance matrix

• 95% exclusion curve based 
on 33 days Reactor On 
operation

• Direct test of the Reactor 
Antineutrino Anomaly

RAA best fit

Phys.Rev.Lett. 121 (2018) no.25, 251802
PROSPECT Collaboration 
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New Measurement of  235U Spectrum
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Prompt Energy Spectrum

measured spectrum with good S/B at surface 1.7/1 (0.8-7.2 MeV)
~ 6x greater statistics than ILL (1981)

40.2 days of reactor-on exposure,  37.8days of reactor-off exposure
~ 31,000 IBD candidate events (reactor-off candidate events scaled to match exposure)

Preliminary
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Prompt Energy Spectrum
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Preliminary

Is PROSPECT consistent with Huber 
235U model for HFIR HEU reactor?

χ2/ndf = 52.1/31
p-value = 0.01

Huber model broadly agrees with spectrum 
but is not a good fit.

Deviations mostly in two energy regions.
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Prompt Energy Spectrum
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T.J. Langford - Yale University Date/Seminar4
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Shape of measured 235U spectrum not 
inconsistent with the deviation relative 
to prediction observed at LEU reactors.

Daya Bay

Preliminary

How does PROSPECT compare to 
“bump” in θ13 experiments? 

best-fit excess
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Summary
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PROSPECT started taking data on March 6, 2018

Background rejection and energy resolution meet expectation and match 
Monte Carlo. 

World-leading signal-to-background for a surface-based detector 
(<1 mwe overburden). Observed antineutrinos from HFIR with good 
signal/background.

First oscillation analysis on 33 days of reactor-on data disfavors 
the RAA best-fit at 2.2𝝈.

Made first modern measurement of an antineutrino spectrum from 
a HEU reactor with a surface-based experiment.

Based on results of PROSPECT and other experiments sterile neutrinos 
are increasingly disfavored 
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