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ABSTRACT

Neutrinos from nuclear fission reactors have been widely studied in particle

and nuclear physics. In the last ten years, the antineutrino flux and spectrum were

measured independently by short baseline reactor experiments. Both flux and spec-

trum measurements showed discrepancies compared to theoretical models based on

historical measurements and nuclear databases. These discrepancies hint at sterile

neutrino oscillation at the eV mass scale, as well as an incomplete theoretical model.

PROSPECT, the Precision Reactor Oscillation and Spectrum experiment, was built

to probe for sterile neutrino oscillations and precisely measure the reactor antineu-

trino spectrum from a highly 235U enriched reactor. The PROSPECT antineutrino

detector is an optically segmented liquid scintillator detector deployed at seven meter

to nine meter from the High Flux Isotope Reactor at Oak Ridge National Laboratory.

This dissertation details the analysis to calibrate the energy scale of the PROSPECT

antineutrino detector, an essential step for both the oscillation and spectrum measure-

ments. To characterize the nonlinear detector energy response, a unique calibration

and analysis strategy was developed to overcome challenges brought on by particle

multi-segment scattering within the PROSPECT detector. With the calibrated scale

for energy reconstruction, PROSPECT measured of the antineutrino spectrum from

a 235U-burning reactor.

xv



1

CHAPTER 1

AN INTRODUCTION TO NEUTRINOS

Neutrinos are leptons carrying neutral electrical charge. Its neutral lepton

nature makes it a fermion that only interacts with other particles through weak

interactions. From decades of experimental study, it is known that neutrinos come in

three flavors, and have antiparticle analogs. The neutrino was long assumed to be a

massless particle until the discovery of neutrino oscillations, which proved that that

at least two of the neutrinos have mass. Measurements of neutrino oscillation also

showed that neutrino mass eigenstates are not orthogonal with neutrino flavor states,

and are significantly mixed with neutrino flavors, in contrast to quark mixing.

Although many theoretical and experimental e↵orts involved with neutrinos

have been completed, the discovery and measurements of neutrinos have brought even

more experimental questions into focus: the absolute mass measurement of neutrinos,

the observation of lepton CP-violation through neutrino oscillation, probing neutrino-

less double beta decay, and the new beyond standard model neutrino states.

Thanks to its rare reaction with other particles, neutrino detection has been

applied to aid the research of nuclear and astrophysics. Reactor antineutrino detectors

are able to remotely monitor a fission reactor’s nuclear structure [1,2]. The neutrino

observatory has become an essential component in the multi-messenger astrophysics

observations [3].

1.1 Beta-decay

The study of neutrino physics began with studies of �-decay. During early
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research on radioactive decay, the process of �-decay was assumed to be

(A, Z) ! (A, Z + 1) + e�. (1.1)

With energy and momentum conservation, one can easily conclude that reaction

should produces a � with single kinetic energy. In 1914, Chadwick found the energy

spectrum of the � particle produced from radioactive decay was continuous [4], dif-

ferent from the ↵ and � products that have a sharp distribution. Particularly, Ellis

and Wooster established the proof of continuous � spectrum measurement of 210Bi [5]

shown in Figure 1.1. To preserve conservation of energy, in 1932, Pauli postulated

the existence of a new particle in his Open Letter to The Group of Radioactive People

at the Gauverein Meeting in Tübingen, by calling it a “neutron”, as an additional

neutral spin-1
2 particle produced in �-decay.

Figure 1.1. The continuous � energy spectrum measured from 210Bi �-decay [5].

Soon after the discovery of the neutron (the neutral nucleon), Fermi developed

his theory of beta decay in 1934 [6], where the weak interaction was theorized. In

Fermi’s theory of beta decay, neutrinos were incorporated as a massless daughter

particle that carries away a part of the energy of a neutron beta decay:

n ! p + e� + ⌫, (1.2)
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where ⌫ was named as ‘neutrino’ for the first time. The neutrino generated in this

process was later found to be ⌫e (electron antineutrino) to conserve lepton number in

this process.

1.2 The Discovery of Neutrinos

When he proposed the neutrino’s existence, Pauli stated they were particles

that “cannot be detected.” The introduction of the weak interaction meant that neu-

trinos can interact with other particles by exchanging W or Z bosons. Among many

types of neutrino-nucleon and -lepton interactions, neutrinos can interact similarly as

in �-decay:

⌫e + p ! n + e+, (1.3)

which is named as inverse beta decay (IBD), a quasielastic charged-current (CCQE)

reaction between ⌫eand proton mediated by the exchange of a W boson. The cross-

section of the IBD reaction is

�IBD ' G2
F |V 2

ud|
⇡

(1 + 3g2
A)E2

⌫ , (1.4)

where GF is the Fermi constant, Vud is the up-down quark mixing magnitude, and the

Goldberger–Treiman relation gA ' 1.27. Equation 1.4 estimates the IBD cross-section

at the scale of ⇠ 10�43 peEe

MeV2 (cm2) [7], where pe and Ee are momentum and energy

of the IBD produced positron. Such a rare interaction rate brought a significant

challenge in neutrino detection that requires both high neutrino production from the

source and a vast amount of protons in the detector.

In 1956, Cowan and Reines discovered neutrinos through the detection of

IBD [8]. The neutrinos detected were ⌫eproduced from the �-decay of daughter

isotopes of the nuclear fission reactor at the Savannah River nuclear power plant. To

detect the IBD signals, two target tanks filled with 108Cd loaded water were deployed

in two gaps made by three vertically aligned liquid scintillator (LS) detectors. The
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signature of the IBD process was the time coincidence between the positron and neu-

tron produced in the reaction. When a proton in the water tank was hit by ⌫e , the

produced positron annihilated with a electron into a pair of 0.511 MeV �, and the

neutrons were mostly captured by 108Cd within 5 µs, emitting capture � rays with

total energy from 3 MeV to 10 MeV. As they interacted in the LS, the � rays in the

LS generate scintillation photons that are eventually collected by the 110 photomul-

tiplier tubes (PMTs) in each LS detector. By detecting � rays from the target tanks

with time coincidence, the Cowan and Reines experiment observed 1013 ⌫eevents in

900 hours reactor-on data acquisition.

The conservation of lepton flavor requires that �-decay only produce ⌫e . This

conservation also forbids interactions like ⌫µ + p ! n + e+, meaning a ⌫µ’s (muon

neutrino’s) interaction with a nucleon cannot produce an electron [9, 10]. In 1962,

Schwartz, Lederman, and Steinberger induced high energy ⌫µ/⌫µ produced from the

decay of the boosted ⇡± [11]. With a 10 ton spark chamber consisting of 90 aluminum

plates, the experiment at Brookhaven National Laboratory was able to distinguish

electrons and muons produced from ⌫µ/⌫µ’s interactions with nucleons. This experi-

ment discovered ⌫µ by finding that only µ± were detected in the chamber.

In 2000, the DONUT collaboration at Fermilab discovered ⌫⌧ (tau neutrino)

from the decay of boosted D�
s ! ⌧� + ⌫⌧ . Since the discovery of ⌫⌧ , the family of

neutrinos in Standard Model has six members: ⌫e, ⌫µ, ⌫⌧ , and their antiparticles.

1.3 Observation of Neutrino Oscillations

Fermi also stated the neutrino should be either massless or extremely light in

his study of �-decay [6]. Following Yang and Lee’s discussion of the parity conser-

vation question [12], Wu discovered that weak interaction violates parity symmetry

by observing � momentum direction preference in the �-decay of polarized 60Co [13].
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The parity violation of �-decay restricts the neutrino helicity to be only left-handed

(and antineutrino helicity to be only right-handed). Therefore, massless neutrinos

and antineutrinos were seemingly preferred in nature to obey the proper represen-

tation of the Lorentz group. The Standard Model was built with the assumption of

massless neutrinos. However, the experimental observation of neutrino oscillations

proved neutrinos have nonzero masses.

The research of the oscillating neutrino began from the discovery of the solar

neutrino problem. In 1968, Davis et al. organized a solar neutrino experiment aiming

to detect ⌫e from fusion reactions in the sun [14]. This experiment used a target

containing 390000 liters of C2Cl4 in the Homestake mine to detect the appearance

of 37Ar in the 37Cl(⌫e, e�)37Ar reaction. The solar neutrino problem arose when the

measured flux of ⌫e was found to be one third of that predicted by the Standard Solar

Model. In the following decades, more solar neutrino flux measurements, including

GALLEX [15], GNO [16], SAGE [17], and Kamiokande [18], observed less solar ⌫e

flux than expected. Also, atmospheric neutrino measurements from the IMB [19] and

Kamiokande [20] experiments reported fewer atmospheric neutrinos than predicted,

which is referred to as the Atmospheric Neutrino Anomaly. These deficits with respect

to theoretical models provided experimental hints of the neutrino oscillation.

Neutrino oscillation was authoritatively first observed by the Super-K experi-

ment [21] in 1998. Using a water Cherenkov detector with 50000 tons of pure water

and 13000 PMTs, the experiment observed the atmosphere ⌫µ flux di↵erence among

a large range of zenith angles, as shown in Figure 1.2. The di↵erence of atmospheric

neutrino flux was the result of ⌫µ’s oscillating into other flavors while traveling through

the earth prior being collected in the detector.

In 2001, the SNO experiment [22] deployed a heavy-water Cherenkov detector

that was able to detect charged-current (CC), neutral-current (NC) and elastic scat-
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FIG. 3. Zenith angle distributions of µ-like and e-like events for sub-GeV and multi-GeV data sets. Up-
ward-going particles have cos � < 0 and downward-going particles have cos� > 0. Sub-GeV data are shown
separately for p < 400 MeV/c and p > 400 MeV/c. Multi-GeV e-like distributions are shown for p < 2.5 GeV/c
and p > 2.5 GeV/c and the multi-GeV µ-like are shown separately for FC and PC events. The hatched region
shows the Monte Carlo expectation for no oscillations normalized to the data live-time with statistical errors.
The bold line is the best-fit expectation for �µ � �� oscillations with the overall flux normalization fitted as a
free parameter.

8

Figure 1.2. The flux of e-like and µ-like events measured by the Super-K experi-
ment [21]. The flux of µ-like events, correlated to the number of ⌫µ collected,
varies significantly to zenith angle. The solid line (shaded region) represents the
Monte-Carlo (MC) simulation with (without) the model of neutrino oscillation.

tering (ES) to detect solar neutrinos of all flavors in comparison with the ⌫e flux. If

neutrino oscillates among flavors, the solar ⌫e will oscillates into other flavors while

conserving their total flux. As shown in Figure 1.3, the experiment confirmed solar

neutrino oscillation by comparing neutrino flux as measured with di↵erent scattering

modes. Super-K and SNO experiments provided substantial experimental evidence of

neutrino oscillation and resolved the solar neutrino problem and atmospheric neutrino

anomaly.

1.4 Massive Neutrinos

The discovery of neutrino oscillation implies that neutrinos have mass. Al-

though the natural origin of neutrino mass is undetermined, neutrinos can obtain

mass through the Higgs mechanism similar to other leptons. Under the assumption

of the neutrino being Dirac fermion (particle distinct from antiparticle), a Higgs-
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Figure 1.3. The flux of di↵erent scattering modes of solar neutrinos measured by
SNO [22]. The all-flavor flux (NC and ES) agreed. The day-night flux indicates
⌫e’s oscillation into other flavors.

lepton Yukawa Lagragian term can be expressed as

LH = �
✓

v + Hp
2

◆ ⇥
l0LY 0ll0R + ⌫ 0

LY 0⌫⌫ 0
R

⇤
, (1.5)

where v is the Higgs vacuum expectation value (VEV), H is the Higgs field, and Y

is the Yukawa coupling matrix. The matrix can be diagonalized with the unitary

matrices VL and VR.

V †
LY 0VR = Y, with Ykj = yk�kj (k, j = 1, 2, 3), (1.6)

where yk is the eigenvalue of Yukawa coupling matrix. The three-generation neutrino

mass mixing is defined as:

⌫ 0
L ! V ⌫†

L ⌫ 0
L =

0

BBBBBBB@

⌫1L

⌫2L

⌫3L

1

CCCCCCCA

and ⌫ 0
R ! V ⌫†

R ⌫ 0
R =

0

BBBBBBB@

⌫1R

⌫2R

⌫3R

1

CCCCCCCA

. (1.7)
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Considering l↵ = l↵L + l↵R and ⌫k = ⌫kL + ⌫kR, the Lagrangian can be rewritten as

LH = �
✓

v + Hp
2

◆ "
X

↵=e,µ,⌧

yl
↵l↵Ll↵R +

X

k=1,2,3

y⌫
k⌫kL⌫kR

#

= �
X

↵=e,µ,⌧

yl
↵vp
2

l↵l↵ �
X

k=1,2,3

y⌫
kvp
2
⌫k⌫k �

X

↵=e,µ,⌧

yl
↵p
2
l↵l↵H �

X

k=1,2,3

y⌫
kp
2
⌫k⌫kH.

(1.8)

Since ⌫k = ⌫kL + ⌫kR, the Dirac mass term of neutrino is simplified as

L D
mass = �

X

k=1,2,3

mD
k ⌫k⌫k + H.c.

= �
X

k=1,2,3

mD
k (⌫kL⌫kR + ⌫kR⌫kL) + H.c.,

(1.9)

where the Dirac mass of the neutrino mD
k =

y⌫
kvp
2

and ⌫kL⌫kL = ⌫kR⌫kR = 0. This

mechanism for neutrinos to obtain mass involves a right-handed neutrino ⌫R, also

referred to as the sterile neutrino for its incapability of interacting under the parity-

violating weak force.

Because of its neutral nature, neutrinos are also candidates to be Majorana

fermions (the particles being the antiparticles of themselves). Under this condition,

the neutrino field is

⌫ = ⌫L + C⌫L
T , (1.10)

where neutrino C is a charge conjugate matrix. The Majorana mass term of the lepton

Lagrangian can be written as

L M
mass =

1

2
mL⌫T

LC†⌫L + H.c., (1.11)

in which mL is the left-handed Majorana mass. The Majorana mass term of neutrino

avoids the assumption of a right handed neutrino.

However, it is theoretically allowed that both right handed neutrinos and Ma-

jorana neutrinos exist. In this case, a more general neutrino mass term for single
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neutrino scenario is defined as

L D+M
mass = �mD(⌫L⌫R + ⌫R⌫L) +

1

2
mL⌫T

LC†⌫L +
1

2
mR⌫T

RC†⌫R + H.c.

=
1

2
( ⌫C

L ⌫R
)

0

BB@
mL mD

mD mR

1

CCA

0

BB@
⌫L

⌫C
R

1

CCA + H.c..
(1.12)

In a special case, when mD ⌧ mR and mL = 0, Equation 1.12 can be diagonalized as

L D+M
mass =

1

2
( ⌫1 ⌫2

)

0

BB@

m2
D

mR

mR

1

CCA

0

BB@
⌫1

⌫2

1

CCA + H.c. (1.13)

This is called the Type-I seesaw mechanism, a possible explanation of the tiny mass

of the left-handed neutrino [23,24].

1.5 Theory of Neutrino Oscillation

The theoretical study of neutrino oscillations started in the 1950s. Pon-

tecorvo [25,26] proposed neutrino oscillation inspired by observation of K0 $ K
0

os-

cillations. In 1967, Maki, Nakagawa, and Sakata discussed the theory of two-neutrino

flavor mixing [27]. Later in 1969, Gribov and Pontecorvo explicitly developed the

theory of neutrino oscillation with mass state mixing [28]. For massive neutrinos, the

neutrino portion of the Lagrangian can be expressed analogously to other massive

particles:

L⌫ = �
⇥
m⌫

↵⌫↵⌫↵ + m⌫
�⌫�⌫� + m⌫

↵m⌫
�(⌫↵⌫� + ⌫�⌫↵)

⇤
(↵, � = e, µ, ⌧). (1.14)

This equation can be rewritten as

L⌫ = ⌫↵M⌫⌫�. (1.15)

where the M0⌫ can be diagonalized. The conversion between the two matrix ex-

pressions above transforms the flavor states of neutrinos to mass states by a unitary



10

matrix U : 0

BB@
⌫↵

⌫�

1

CCA =

0

BB@
cos ✓ sin ✓

� sin ✓ cos ✓

1

CCA

0

BB@
⌫k

⌫l

1

CCA . (1.16)

When ✓ 6= 0, this transformation is a two generation mixing of neutrino mass

eigenstates and neutrino flavors, meaning a neutrino’s flavor is not orthogonal to its

mass eigenstates. This matrix can be expanded to three neutrino mixing with the

unitary matrix UPMNS, the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, a

neutrino equivalent to the CKM mixing matrix of the quark sector. In addition to

the 3x3 angular transformation, this matrix also includes a CP-violation phase factor

�CP and a diagonal mixing matrix of Majorana neutrino terms DMajorana, where ⇠1

and ⇠2 are Majorana phase terms. The three generation neutrino mixing matrix is

U = UPMNS · DMajorana

=

0

BBBBBBB@

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

U⌧1 U⌧2 U⌧3

1

CCCCCCCA

=

0

BBBBBBB@

1

c23 s23

�s23 c23

1

CCCCCCCA

0

BBBBBBB@

c13 s13e�i�CP

1

�s13ei�CP c13

1

CCCCCCCA

0

BBBBBBB@

c12 s12

�s12 c12

1

1

CCCCCCCA

·

0

BBBBBBB@

ei⇠1/2

ei⇠2/2

1

1

CCCCCCCA

,

(1.17)

where sij = sin ✓ij and cij = cos ✓ij.

Hence, the flavor eigenstates of the neutrino can be described as a sum of the
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mass states with a matrix element form UPMNS:

|⌫↵i =
X

k=1,2,3

U⇤
↵k|⌫ki. (1.18)

Using the time-dependent Schrödinger equation, the time evolution of neutrino flavor

is expressed as

|⌫↵(t)i =
X

k=1,2,3

U⇤
↵ke

�i(Ek)t|⌫ki. (1.19)

Therefore, the probability of a neutrino oscillating from one flavor to the other is

P⌫↵!⌫�
= |h⌫�|⌫↵(t)i|2

=
X

k,j

U⇤
↵kU�kU↵jU

⇤
�je

�i(Ek�Ej)t

=
X

k,j

U⇤
↵kU�kU↵jU

⇤
�j exp

✓
�i

�m2
kjL

2E

◆
,

(1.20)

where �m2
kj = m2

k � m2
j , L is the neutrino travelling distance, and E is the kinetic

energy of the neutrino. This equation proves that a nonzero neutrino oscillation

probability requires the mixing of massive neutrinos. It also shows that the phase of

the neutrino oscillation depends on the factor
�m2

kjL

2E , resolving both the solar neutrino

problem and the atmospheric neutrino anomaly.

The probability shown in Equation 1.20 can be generalized to any neutrino

flavor transition in oscillation as

P⌫↵!⌫�
= �↵� � 4

X

k>j

Re
⇥
U⇤

↵kU�kU↵jU
⇤
�j

⇤
sin2

✓
�m2

kjL

4E

◆

± 2
X

k>j

Im
⇥
U⇤

↵kU�kU↵jU
⇤
�j

⇤
sin

✓
�i

�m2
kjL

2E

◆
.

(1.21)

The imaginary component is positive for neutrinos and negative for antineutrinos. In

two neutrino mixing, Equation 1.20 can be simplified as

P⌫↵!⌫�
= sin2 2✓ sin2

✓
1.27

�m2L

E

◆
(1.22)
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to calculate the appearance probability of one flavor during neutrino oscillation in

vacuum. Similarly, the survival probability of the original neutrino flavor can be

written as

P⌫↵!⌫↵ = 1 � sin2 2✓ sin2

✓
1.27

�m2L

E

◆
. (1.23)

The probability Equations 1.22 and 1.23 are frequently used as a theoretical tool in

neutrino oscillation experiments to calculate expected levels of oscillation.

1.6 Measurements of Neutrino Oscillation

Experimental e↵orts have been made in the past two decades to determine

the key neutrino oscillation parameters. By measuring the flux of disappeared or

appeared neutrinos at various baselines, experiments have been able to measure the

oscillation parameters, including ✓23, ✓13, ✓12, �m2
21, and |�m2

31|. ✓12 and �m2
21

were determined by the phenomenological analyses of solar neutrino flux measure-

ments [29] and KamLAND reactor ⌫eoscillation measurement [30]. By measuring the

disappearance of ⌫µ and ⌫µ in atmospheric neutrino experiments [31,32], long baseline

accelerator neutrino experiments [33–36], and neutrino telescope observation [37,38],

✓23 and |�m2
31(32)| have been measured. ✓13 has been thoroughly measured in ⇠1 km

scale baseline reactor ⌫e flux measurements [39–41]. The current preferred neutrino

mass mixing parameters are listed in Table 1.1. where “normal” and “inverted” repre-

sents the two untested assumptions of the neutrino mass hierarchy. Normal hierarchy

suggests ⌫1 < ⌫2 < ⌫3 in mass. Inverted hierarchy suggests ⌫3 < ⌫1 < ⌫2 in mass.

1.7 Future Tasks of Neutrino Experiments

The properties of massive neutrinos are of primary interest for future experi-

mental research, as they are the first solid experimental evidence of physics beyond

the Standard Model. Studies of the Dirac or Majorana nature of neutrinos are con-

ducted worldwide. If neutrinoless double �-decay (0⌫��) is observed, neutrinos can
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Table 1.1. Measured parameters of neutrino oscillation [42].

Parameters Value 3-�

sin2(✓12) 0.297 0.250 � 0.354

sin2(✓23) 0.425 (normal) 0.381 � 0.615

0.589 (inverted) 0.384 � 0.636

sin2(✓13) 0.0215 (normal) 0.0190 � 0.0240

0.0216 (inverted) 0.0190 � 0.0242

�m2
21(10�5eV2) 7.57 6.93 � 7.96

|�m2
31|(10�3eV2) 2.56 (normal) 2.45 � 2.69

2.54 (inverted) 2.42 � 2.66

be determined as the first Majorana fermion ever detected. Several experiments are

directly measuring the neutrino mass by searching the upper limit of � spectra from

specific isotopes with very high energy resolution.

To resolve the neutrino mass hierarchy, observe leptonic CP violation, and

search the light sterile neutrino, more precise measurements of neutrino oscillations

from di↵erent sources at various baselines are needed. These studies involve pre-

cise measurement of di↵erent transition ratios in oscillation, high-resolution energy

spectrum measurement, neutrino-antineutrino oscillation di↵erence, and very short

baseline oscillation measurements.
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CHAPTER 2

REACTOR ANTINEUTRINOS

Neutrinos can be categorized by the sources they are generated from, including

natural sources and artificial sources. The solar neutrino, relic neutrino, supernova

neutrino, geo-neutrino, and atmospheric neutrino are neutrinos generated by natural

cosmological or radioactive sources. Reactor antineutrinos (henceforth mentioned as

reactor neutrinos) and accelerator neutrinos are human-made.

Reactor neutrino experiments have the advantages of

• Relatively high statistics;

• Easy-to-control experimental baselines;

• A relatively narrow range of neutrino energy.

Thus, reactor neutrino experiments have played an irreplaceable role in the history

of neutrino detection and oscillation measurements.

2.1 The Flux and Spectrum of Reactor Neutrinos

Reactor neutrinos are ⌫egenerated through �-decay of the daughter nuclei of

the nuclear fission process. Since the discoveries of lepton number conservation and

neutrino flavors, Equation 1.2 is rewritten as the decay of a neutron producing ⌫e ,

n ! p + e� + ⌫e , (2.1)

where the proton is contained in a daughter nucleus. The chain reaction of a nuclear

reactor produces a great variety of fission produced isotopes that release their energy
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through beta decay. One fission reaction naturally results in the emission of multiple

neutrinos, most with kinetic energy ranging from 0 MeV to 10 MeV.

Fission reactions of most reactor cores are dominated by 235U, with other

fission isotopes including 238U, 239Pu and 241Pu. The spectrum of reactor neutrinos

is expressed as

S(E⌫) =
WreactorP

i
fi

F ei

X

i

fi

F
(
dNi

dE⌫
), (2.2)

where Wreactor is the thermal power of the reactor, i is each of the four fission isotopes

above, fi/F is the relative fraction of each isotope, ei is energy per fission, and

dNi

dE⌫
=

X

n

Yn(t)(
X

j

bn,j · P (E⌫ , E
n,j
0 )), (2.3)

which is the summed energy spectrum of each fission isotope. In Equation 2.3, Yn(t)

is cumulative fission yield, bn,j are the �-branches, and P (E⌫ , E
n,j
0 ) is the spectrum

of each branch. A typical reactor has thousands of �-decay branches. By adding

the neutrino spectra of these branches, one can predict the spectrum of neutrinos

generated from a reactor, an illustration is shown in Figure 2.1.CONTENTS 6
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Figure 1. The ⌫̄e energy spectra for 235U, 238U, 239Pu, and
241Pu fissions. Above the inverse beta decay (IBD) threshold
(marked by the vertical line), spectra from Ref. [46, 47] are
shown. Below the IBD threshold, spectra are plotted based
on Table II of Ref. [48]. Fine structures at the end points of
various decay branches cannot be seen, given the coarse binning.
In addition, we show the antineutrino spectrum produced by
neutron capture on 238U (taken from Ref. [49]), which is
normalized properly relative to the 238U fission and scaled down
by a factor of 20 for the display.

through IBD. In the following, we describe two
principal approaches for calculating the antineutrino
flux and energy spectrum. More details can be found
in a recent review [50].

In the first approach, the flux and spectrum can
be predicted by the cumulative fission yields Yn(t) at
time t for fission product of nucleus n having a mass
number A and an atomic number Z, branching ratios
bn,i of �-decay branch i with endpoints En,i

0 , and the

energy spectrum of each of � decays P (E�̄ , En,i
0 ):

dN

dE�̄
=

X

n

Yn(t) ·
�

X

i

bn,i · P (E�̄ , En,i
0 )

�
. (1)

This method was recently used in Ref. [47] and
included about 10k beta decay branches, following the
early work in Refs. [51, 52, 53, 54, 55]. Despite being
straightforward, several challenges in this method
lead to large uncertainties in predicting the flux
and spectrum. First, the fission yields, �-decay
branching ratios, and the endpoint energies are
sometimes not well known, especially for short-lived
fragments having large beta-decay Q values. Second,
the precise calculation of the individual spectrum
shape P (E�̄ , En,i

0 ) requires a good model of the
Coulomb distortions (including radiative corrections,
the nuclear finite-size e�ects, and weak magnetism)
in the case of an allowed decay type having zero
orbital angular momentum transfer. Finally, many
of the decay channels are of the forbidden types
having non-zero orbital angular momentum transfer.
For example, about 25% of decays are the first
forbidden type involving parity change, in which

the individual spectrum shape P (E�̄ , En,i
0 ) is poorly

known. Generally, a 10–20% relative uncertainty on
the antineutrino spectra is obtained using this method.

Another method uses experimentally measured
electron spectra associated with the fission of the four
isotopes to deduce the antineutrino spectra. The
electron energy spectra for the thermal neutron fission
of 235U, 239Pu, and 241Pu have been measured at
Institut Laue–Langevin (ILL) [56, 57, 58]. The electron
spectrum associated with the fast neutron fission of
238U has been measured in Münich [59]. Since the
electron and the �̄e share the total energy of each
�-decay branch, ignoring the negligible nuclear recoil
energy, the �̄e spectrum can be deduced from the
measured electron spectrum.

The procedure involved fitting the electron
spectrum to a set of ⇠30 virtual branches having
equally spaced endpoint energies, assuming all decays
are of the allowed type. For each virtual branch, the
charge of parent nucleus Z is taken from a fit to the
average Z of real branches as a function of the endpoint
energy. The conversion to the �̄e spectrum is then
performed in each of these virtual branches using their
fitted branching ratios. This conversion method was
used in Refs. [47, 56, 57, 58, 60].

In addition to the experimental uncertainties
associated with the electron spectrum, corrections to
the individual �-decay branch resulting from radiative
correction, weak magnetism, and finite nuclear size
also introduce uncertainties. With these contributions,
the model uncertainty in the flux is estimated to be
⇠2% [46, 47]. However, the uncertainties resulting
from spectrum shape and magnitude of the numerous
first forbidden � decays can be substantial [61]. When
the first forbidden decays are included, the estimated
uncertainty increases to ⇠5% [61]. Besides these model
uncertainties, the total experimental uncertainty of the
�̄e spectrum further includes the contribution from the
thermal power of the reactor, its time-dependent fuel
composition (i.e., fission fractions), and fission energies
associated with 235U, 238U, 239Pu, and 241Pu.

2.2. Detection of Reactor Neutrinos

In addition to the aforementioned IBD process, several
methods can potentially be used to detect reactor
neutrinos. The first method is the charged-current
(CC) (�̄e + d ! n + n + e+) and neutral-current
(NC) deuteron break-up (�̄e + d ! n + p + �̄e) using
heavy water as a target. These processes were used
to compare the NC and CC cross sections [20, 62].
Similar processes involving �e were also used in the
SNO experiment in detecting the flavor transformation
of solar neutrinos [63].

The second method is the antineutrino-electron
elastic scattering, �̄e + e� ! �̄e + e�, which combines

Figure 2.1. An illustration of a commercial reactor neutrino spectrum prediction [43].

Reactor neutrino experiments rely on the detection of the IBD process ex-
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pressed in Equation 1.2. Because of the mass di↵erence between the neutron and

proton, the neutrino energy E⌫ must be above a threshold to trigger the IBD process,

as

E⌫ � mn + me � mp ' 1.806MeV. (2.4)

The kinectic energy of the IBD produced neutron Tn is on the keV scale. Thus, the

total energy of an IBD positron can be expressed as

Ee = E⌫ � (mn + Tn � mp) ' E⌫ � 1.293MeV. (2.5)

In an IBD detector, the e+ quickly annihilates with an atomic electron and emits two

0.511 MeV � rays. The visible energy of an IBD positron in an ideal detector is

Evis ' E⌫ � 0.782MeV, (2.6)

which is a useful direct experimental conversion for the reconstruction of the ⌫eenergy.

The cross-section of the IBD interaction is dependent on the neutrino energy and can

be expressed as a function of positron energy

�IBD ' 2⇡2

⌧nm5
ef

EePe = 10�43 · Eepe

MeV
· (

⌧n

886s
)�1cm2, (2.7)

where ⌧n is the neutron lifetime and f is a phase space integral factor. Based on the

theoretical neutrino spectrum (Equation 2.2) and IBD cross-section (Equation 2.7),

a reactor neutrino experiment can expect a measured spectrum and flux as shown in

Figure 2.2.

Reactor neutrino research has an interest in testing the success of nuclear and

particle physics theories by comparing experimental measurements of reactor neutrino

flux and spectra to predictions based on these theories. There are two methods to

predict the absolute neutrino spectrum of a nuclear reactor:

• The ab initio method: The neutrino spectrum is calculated by Equation 2.2

and 2.3, where the ratio and the endpoint energy of each branch are extracted
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Figure 2.2. An illustration [44] of the detected neutrino energy spectrum in a reactor
experiment. The detected spectrum is the multiplication of the emitted neutrino
spectrum and IBD cross-section.

from data in nuclear databases, such as Evaluated Nuclear Structure Data

File (ENSDF) [45], ENDF [46], and Japanese Evaluated Nuclear Data Library

(JENDL) [47]. The predicted neutrino spectrum is the sum of the calculated

�-spectra including a variety of theoretical corrections. The most-widely used

neutrino spectrum of 238U is predicted in this way [48].

• �-conversion method: Because the kinetic energy of the �-decay proton is

negligibly small, the total �-decay end point energy E0 ' E⌫ + Ee. The neu-

trino spectrum can thus be deduced from the experimental measurement of �

energy from a fission reactor. In the 1980s, the 235U, 239Pu, and 241Pu neutrino

spectra were converted from the spectrum measurements of �s from the Institut

Laue-Langevin (ILL) reactor [49–51]. The conversion was made by fitting the

measured � spectrum with the sum of tens of hypothetical �-decay branches,

then converting the spectrum of each � branch to a neutrino spectrum.
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The detailed theoretical approaches are described in Section 2.3.

Successful neutrino flux and spectrum prediction and measurement made it

possible for reactor neutrino experiments to test the nuclear model of fission reactors.

2.2 Historical Context of Reactor Neutrino Experiments

After the discovery of neutrinos via the detection by the Savannah reactor

neutrino experiment [8], a hint of ⌫e oscillation was discovered by Reines et al in

1980 [52]. Their experiment found in unexpected ratio between CC and NC inter-

actions at the 2� � 3� level of statistical significance, which suggests antineutrino

oscillation. More reactor experiments were built to test ⌫eoscillation over a wide

variety of baseline by comparing neutrino flux to theoretical predictions or to mea-

surements at di↵erent baselines, included in Table 2.1. These experiments attempted

to observe neutrino oscillation via ⌫edisappearance. The commonly used methods

are to compare the observed neutrino flux to the expected flux, or to compare the

relative flux/spectrum di↵erence at di↵erent baselines.

The experiments listed in Table 2.1 cover di↵erent regions in the (�m2, sin2 ✓)

parameter space of neutrino oscillations. The CHOOZ and Palo Verde experiments

narrowed the allowed range of the parameter space to sin2 2✓13  0.18 for |�m2
13| �

2 ⇥ 10�3 eV2, these results indicated that ⌫µ ! ⌫e oscillation provided only a small

contribution to the atmospheric neutrino anomaly.

In 2002, the KamLAND experiment [30, 65] confirmed reactor neutrino oscil-

lation via a spectrum measurement of ⌫e from 53 reactors around Japan (also 5%

in South Korea and 1% from other reactors), with 180 km average baseline. The

KamLAND experiment utilized a spherical detector with filled about 3000 ton of LS

deployed in the Kamioka mine in Japan. The IBD positron and neutron signals were

collected by 1879 inward-facing photomultiplier tubes (PMTs) on the surface of the
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Table 2.1. An overview of historical reactor experiments searching for ⌫eoscillation
in baseline from ⇠10 m to ⇠100 km. The absolute flux ratios were calculated by
comparing experimental measurements to the expected fluxes. The relative flux
indicates the ratio of neutrino flux measured by detectors at di↵erent baselines.

Experiment Baseline Absolute flux Relative flux Reference

ILL 8.76 m 0.955 ± 0.115 [53]

37.9 m 1.018 ± 0.06

Gösgen 45.9 m 1.045 ± 0.06 [54]

64.7 m 0.975 ± 0.06

Rovno 18.3 m to 25.3 m 0.964 ± 0.068 [55]

Krasnoyarsk 57 m to 231 m 0.99 ± 0.05 0.86 ± 0.15 [56]

14 m 0.988 ± 0.05

Bugey 40 m 0.994 ± 0.05 [57]

95 m 0.913 ± 0.13

Savannah River 18 m 0.987 ± 0.038 [58]

4 m 1.055 ± 0.038

CHOOZ 1 km 1.01 ± 0.04 [59–61]

Palo Verde 750 m to 890 m 1.04 ± 0.09 [62–64]

KamLAND 80 km to 800 km 0.658 ± 0.06 [30, 65]
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detector. Similar to the Cowan-Reines experiment [8], KamLAND used positron-

neutron time coincidence to tag the IBD interaction candidates, with the prompt

positron signal followed by a delayed � signal from n-H capture in the detector.

With 162 ton·yr exposure, the KamLAND experiment observed neutrino oscillation

at very long baselines by comparing the detected neutrino flux to the neutrino flux

predicted by the ILL+Vogel model [48–51] shown in Figure 2.3(a). KamLAND also

observed oscillation behavior dependent on the experimental L/E ratio, as shown in

Figure 2.3(b). 4
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FIG. 3: Distribution of �̄e candidates with fiducial volume
cut, time, vertex correlation, and spallation cuts applied. The
prompt energy corresponds to the positron and the delayed
energy to the captured neutron. The events within the hor-
izontal lines bracketing the delayed energy of 2.2 MeV are
due to thermal neutron capture on protons. The events with
prompt energy below �0.7 MeV are obtained from the delayed
trigger. The one event with delayed energy near 4.95 MeV is
consistent with theexpected 0.54% fraction from 12C(n, �).

0.94 ± 0.85. The dead time due to the spallation cuts is
11.4%. This method is checked by exploiting the time
distribution of the events after a detected muon to sepa-
rate the short-lived spallation-produced activities from �̄e

candidates. The uncorrelated �̄e event distribution has a
characteristic time constant of 1/Rµ ' 3 sec, where Rµ is
the incident muon rate. Spallation products have a much
shorter time constant (⇠0.2 sec). These methods agree
to 3% accuracy. As shown in Table I the total number of
expected background events is 0.95±0.99, where the fast
neutron contribution is included in the error estimate.

Instantaneous thermal power generation, burn-up and
fuel exchange records for all Japanese commercial power
reactors are provided by the power companies. The
time dependence of the thermal power generation data
is checked by comparison with the independent records
of electric power generation. The fission rate for each
fissile element is calculated from these data, resulting in
a systematic uncertainty in the �̄e flux of less than 1%.
Averaged over the present live-time period, the relative
fission yields from the various fuel components are 235U
: 238U : 239Pu : 241Pu = 0.568 : 0.078 : 0.297 : 0.057.
The �̄e spectrum per fission and its error (2.48%) are
taken from the literature [8]. These neutrino spectra have
been tested to a few percent accuracy in previous short-
baseline reactor �̄e experiments [2, 9]. The finite �-decay
lifetimes of fission products introduce an additional un-
certainty of 0.28% to the �̄e flux; this is estimated from
the di�erence of the total �̄e yield associated with shifting
the run time by one day. The contribution to the �̄e flux
from Korean reactors is estimated to be (2.46 ± 0.25)%
from the reported electric power generation rates. Other
reactors around the world give an average (0.70 ± 0.35)%
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FIG. 4: The ratio of measured to expected �̄e flux from reac-
tor experiments [12]. The solid dot is the KamLAND point
plotted at a flux-weighted average distance (the dot size is
indicative of the spread in reactor distances). The shaded
region indicates the range of flux predictions corresponding
to the 95% C.L. LMA region found in a global analysis of
the solar neutrino data [13]. The dotted curve corresponds
to sin2 2� = 0.833 and �m2 = 5.5 � 10�5 eV2 [13] and is
representative of recent best-fit LMA predictions while the
dashed curve shows the case of small mixing angles (or no
oscillation).

contribution, which is estimated by using reactor spec-
ifications from the International Nuclear Safety Center
[10]. The uncertainties for the event rate calculation are
summarized in Table II. The errors from reactors outside
Japan are included in the table under ‘Reactor Power’.

Although the anti-neutrino flux at the location of Kam-
LAND is due to many nuclear reactors at a variety of
distances, the �̄e flux is actually dominated by a few re-
actors at an average distance of ⇠180 km. More than
79% of the computed flux arises from 26 reactors within
the distance range 138-214 km. One reactor at 88 km
contributes an additional 6.7% to the flux and the other
reactors are more than 295 km away. This relatively nar-
row band of distances implies that for some oscillation
parameters KamLAND can observe a distortion of the
�̄e energy spectrum.

The flux of anti-neutrinos from a reactor a distance
L from KamLAND is approximately proportional to the
thermal power flux Pth/4�L2, where Pth is the reactor
thermal power. The integrated total thermal power flux
during the measurement live time is 254 Joule/cm2. The
systematic error assigned to the thermal power is con-
servatively taken as 2% from the regulatory specification
for safe reactor operation. The corresponding expected
number of reactor neutrino events (in the absence of neu-
trino oscillations) in the fiducial volume for this data set
is 86.8 ± 5.6.

The distribution of prompt and delayed energies for
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FIG. 2: (a) The correlation between the prompt and delayed event
energies after cuts. The three events with Edelayed � 5 MeV are
consistent with neutron capture on carbon. (b) Prompt event energy
spectrum of �e candidate events with associated background spectra.
The shaded band indicates the systematic error in the best-fit reactor
spectrum above 2.6 MeV.

event energy after all selection cuts except for the Edelayed
cut. The prompt energy spectrum above 2.6 MeV is shown in
Fig. 2b. The data evaluation method with an unbinned max-
imum likelihood fit to two-flavor neutrino oscillation is sim-
ilar to the method used previously [1]. In the present analy-
sis, we account for the 9Li, accidental and the 13C(�,n)16O
background rates. For the (�,n) background, the contri-
bution around 6 MeV is allowed to float because of uncer-
tainty in the cross section, while the contributions around
2.6 MeV and 4.4 MeV are constrained to within 32% of the
estimated rate. We allow for a 10% energy scale uncer-
tainty for the 2.6 MeV contribution due to neutron quench-
ing uncertainty. The best-fit spectrum together with the back-
grounds is shown in Fig. 2b; the best-fit for the rate-and-shape
analysis is �m2 = 7.9+0.6

�0.5⇥10�5 eV2 and tan2 � = 0.46, with
a large uncertainty on tan2 �. A shape-only analysis gives
�m2 = (8.0 ± 0.5)⇥10�5 eV2 and tan2 � = 0.76.

Taking account of the backgrounds, the Baker-Cousins �2

for the best-fit is 13.1 (11 DOF). To test the goodness-of-fit
we follow the statistical techniques in Ref. [7]. First, the
data are fit to a hypothesis to find the best-fit parameters.
Next, we bin the energy spectrum of the data into 20 equal-
probability bins and calculate the Pearson �2 statistic (�2

p)
for the data. Based on the particular hypothesis 10,000 spec-
tra were generated using the parameters obtained from the
data and �2

p was determined for each spectrum. The con-
fidence level of the data is the fraction of simulated spectra
with a higher �2

p. For the best-fit oscillation parameters and
the a priori choice of 20 bins, the goodness-of-fit is 11.1%
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FIG. 3: Ratio of the observed �e spectrum to the expectation for no-
oscillation versus L0/E. The curves show the expectation for the best-
fit oscillation, best-fit decay and best-fit decoherence models taking
into account the individual time-dependent flux variations of all re-
actors and detector effects. The data points and models are plotted
with L0=180 km, as if all anti-neutrinos detected in KamLAND were
due to a single reactor at this distance.

with �2
p /DOF = 24.2/17. The goodness-of-fit of the scaled no-

oscillation spectrum where the normalization was fit to the
data is 0.4% (�2

p /DOF = 37.3/18). We note that the �2
p and

goodness-of-fit results are sensitive to the choice of binning.
To illustrate oscillatory behavior of the data, we plot in

Fig. 3 the L0/E distribution, where the data and the best-
fit spectra are divided by the expected no-oscillation spec-
trum. Two alternative hypotheses for neutrino disappear-
ance, neutrino decay [8] and decoherence [9], give dif-
ferent L0/E dependences. As in the oscillation analy-
sis, we survey the parameter spaces and find the best-fit
points at (sin2 �, m/c�) = (1.0, 0.011 MeV/km) for decay and
(sin2 2�, �0) = (1.0, 0.030 MeV/km) for decoherence, using
the notation of the references. Applying the goodness-of-fit
procedure described above, we find that decay has a goodness-
of-fit of only 0.7% (�2

p /DOF = 35.8/17), while decoherence
has a goodness-of-fit of 1.8% (�2

p/DOF = 32.2/17). We note
that, while the present best-fit neutrino decay point has already
been ruled out by solar neutrino data [10] and observation of
SN1987A, the decay model is used here as an example of a
scenario resulting in a �e deficit. If we do not assume CPT
invariance and allow the range 0.5 < sin2 � < 0.75, then the
decay scenario considered here can avoid conflict with solar
neutrino [10] and SN1987A data [11].

The allowed region contours in �m2-tan2 � parameter
space derived from the ��2 values (e.g., ��2 < 5.99 for 95%
C.L.) are shown in Fig. 4a. The best-fit point is in the region
commonly characterized as LMA I. Maximal mixing for val-
ues of �m2 consistent with LMA I is allowed at the 62.1%
C.L. Due to distortions in the spectrum, the LMA II region
(at �m2⇠2⇥10�4 eV2) is disfavored at the 98.0% C.L., as
are larger values of �m2 previously allowed by KamLAND.
The allowed region at lower �m2 is disfavored at the 97.5%

(b)

Figure 2.3. Observation of reactor neutrino oscillation by KamLAND [65]. (a) The
ratio of the KamLAND observed neutrino flux to ILL+Vogel prediction. (b) The
ratio of KamLAND measured L0/E spectrum to the no oscillation prediction with
average baseline L0 = 180 km, indicating oscillation behavior with respect to L0/E
of ⌫e . This result also disfavored neutron decay and neutrino decoherence models
made based on atmosphere neutrino experiments.

Another milestone in reactor neutrino experiments is the precise measurement

of the ✓13 mixing angle. The medium baseline experiments, CHOOZ [61], Parlo

Verde [64], RENO [40], Daya Bay [39] and Double CHOOZ [41] attempted to measure

✓13 via observation of ⌫e ! ⌫ disappearance in baselines varying from several hundred

meters to 1 km from commercial reactors. Following CHOOZ and Parlo Verde’s

measurement of the sin2 2✓13 upper bound, RENO, Daya Bay and Double CHOOZ



21

independently reported the measurement of a nonzero ✓13 mixing angle. The three

✓13 experiments all utilized Gd loaded LS detectors deployed at di↵erent baselines

from groups of reactors. By comparing the ⌫eflux between near and far detectors,

these experiments measured the ⌫e ! ⌫ disappearance probability independently

from the nuclear model of the reactor ⌫eproduction. The result of the measurements

are listed in Table 1.1. The commercial reactors utilized in these experiments contain

low-enriched Uranium (LEU) fuel, whose fission isotope fractions and ⌫eproductions

evolve with time.

Table 2.2. Overview of results from medium baseline reactor neutrino experiments
that measured the ✓13 mixing angle [39–41].

Experiment Baseline Average Fission Fraction

Daya Bay 560 m to 1640 m 57.1% 235U, 29.9% 239Pu, 7.6% 238U,

5.4% 241Pu

RENO 294 m to 1383 m 57.3% 235U, 29.9% 239Pu, 7.3% 238U,

5.5% 241Pu

Double CHOOZ 1050 m 48.8% 235U, 35.9% 239Pu, 8.7% 238U,

6.7% 241Pu

2.3 Reactor Antineutrino Anomaly

In addition to oscillation measurements, the ✓13 experiments also measured the

absolute neutrino flux and spectrum of the commercial reactors. To provide precise

models for these measurements, predictions of reactor neutrino flux and spectrum

were revisited with both the ab initio method and the � conversion method.

The ‘Mueller’ hybrid model [66] first used to the ab initio method by read-

ing the ENSDF and JENDL nuclear databases to sum the ⌫e spectrum from well



22

measured � branches. This method then subtracted this summed � spectrum from

the ILL measured spectrum. The remaining spectra were fitted with five e↵ective

branches similar to the � conversion method. This resulted in a calculated ⌫e spectra

for 235U, 238U, 239Pu, and 241Pu, with limited e↵ects from hypothetical branches. The

‘Huber’ model [67] purely utilized the � spectra of 235U, 239Pu, and 241Pu measured

from the ILL reactor and applied the conversion method with higher-order theoretical

corrections to the � spectra of the virtual decay branches. The theoretical corrections

include the e↵ect of electron-nucleus interactions, radiation e↵ects, and weak mag-

netism corrections. With di↵erent approaches predicting the ⌫e spectrum, the Mueller

model of expected neutrino flux found 2.5% more than the ILL+Vogel model, and Hu-

ber model found a 3% increase in the neutrino flux prediction. However, the absolute

flux measurements of the historical reactor experiments within 1 km baseline showed

inconsistent measured neutrino flux with respect to either of the two predictions, as

shown in Figure 2.4.
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To calculate the global average independent of the
model uncertainty used by the past measurements, we
follow the method described in Ref. [62] by first remov-
ing �model from both uncertainties, and define:

�exp
err =

p
�2

err ��2
model

�exp
cor =

p
�2

cor ��2
model. (18)

�exp
err and �exp

cor now represent experimental uncertainties
only. We then build a covariance matrix V exp such that

V exp
ij = Robs

i ·�exp
i,cor ·Robs

j ·�exp
j,cor, (19)

where Robs
i is the “ratio” column in Table 11 corrected

by the “Psur” column for the �13-oscillation e�ect. Robs
i

represents the observed rate from each measurement.
We then calculate the best-fit average ratio Rpast

g by
minimizing the �2 function defined as:

�2(Rpast
g ) = (Rpast

g �Ri) ·(V exp
ij )�1(Rpast

g �Rj), (20)

where V �1 is the inverse of the covariance matrix V . This
procedure yields the best-fit result Rpast

g = 0.942±0.009,
where the error is experimental only.

Since we now use the Huber+Mueller model as the
reference model, we re-evaluate the model uncertainty
using the correlated and uncorrelated uncertainty com-
ponents given by Ref. [24, 25]. Using the weighted av-
erage fission fraction from all experiments (235U : 238U
: 239Pu : 241Pu = 0.642 : 0.063 : 0.252 : 0.0425), the
model uncertainty is calculated to be 2.4%, and the final
result becomes:

Rpast
g = 0.942±0.009 (exp.)±0.023 (model) (21)

Finally, we compare the Daya Bay result with the
past global average. In the previous subsection, we ob-
tained the Daya Bay measured reactor antineutrino flux
with respect to the Huber+Mueller model prediction:
RDYB = 0.946±0.020(exp.). This result is consistent with
the past global average Rpast

g = 0.942±0.009(exp.). If we
include the Daya Bay result in the global fit, the new
average is Rg = 0.943±0.008(exp.)±0.023(model). The
results of the global fit and the Daya Bay measurement
are shown in Fig. 17.

The consistency between Daya Bay’s measurement
and past experiments suggests that the origin of the “re-
actor antineutrino anomaly” is from the theoretical side.
Either the uncertainties of the theoretical models that
predict the reactor antineutrino flux are underestimated
or more intriguingly, there exists an additional neutrino
oscillation that suppresses the reactor antineutrino flux
within a few meters from the reactor. Such an oscillation
would imply the existence of one or more eV-mass-scale
sterile neutrinos. To investigate this tantalizing possibil-
ity, future short baseline (10 m) experiments are required
to observe the L/E dependence of such an oscillation.
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Fig. 17. The measured reactor �̄e rate as a function
of the distance from the reactor, normalized to the
theoretical prediction of Huber+Mueller model.
The rate is corrected by 3-flavor neutrino oscil-
lations at the distance of each experiment. The
purple shaded region represents the global aver-
age and its 1� uncertainty. The 2.4% model un-
certainty is shown as a band around unity. The
measurements at the same baseline are combined
together for clarity. The Daya Bay measurement
is shown at the flux-weighted baseline (573 m) of
the two near halls.

6 Measurement of Reactor Antineutrino
Spectrum

In this section, we extend the study from reactor an-
tineutrino flux to its energy spectrum. The measured
prompt energy spectra from the four near-site ADs were
summed and compared with the predictions. The detec-
tor response of the Daya Bay ADs was studied and used
to convert the predicted antineutrino spectrum to the
prompt energy spectrum for comparison. A discrepancy
was found in the energy range between 4 and 6 MeV with
a maximum local significance of 4.4 �. The discrepancy
and possible reasons for it were investigated.

6.1 Detector Response

The predicted antineutrino flux and spectrum were
calculated via the procedure described in Sec. 2. At
each AD, the reactor antineutrino survival probability
was taken into account with the best fit oscillation pa-
rameters, sin2 2�13 = 0.084 and |�m2

ee| = 2.42⇥10�3 eV2,
based on the oscillation analysis of the same dataset [32].
The relation of the antineutrino spectrum S(E⌫̄e) and the
reconstructed prompt energy spectrum S(Ep) can be ex-
pressed as,

S(Ep) =

�
S(E⌫̄e)R(E⌫̄e ,Ep)dE⌫̄e (22)

where R(E⌫̄e ,Ep) is the detector energy response and can
be thought of as a response matrix, which maps each an-
tineutrino energy to a spectrum of reconstructed prompt
energies. The energy response includes four main e�ects:
the IBD prompt energy shift, IAV e�ect, non-linearity,
and energy resolution, which are studied in the following.

010201-23

Figure 2.4. Historical reactor neutrino flux measurements [68]. The global average is
a 5% to 6% deficit from Huber+Mueller predicted flux.

This measured neutrino flux deviation is referred to as the Reactor Antineu-

trino Anomaly (RAA) [69]. This anomaly suggests a systematic bias present in the

theoretical aggregation method and/or the virtual branching approach in the con-
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version from the ILL measured � spectrum. This disagreement of neutrino flux in

the medium baselines can also be explained by a possible oscillation between ⌫eand

a light sterile neutrino. A 3+1 model of left-handed neutrino mixing with a sterile

neutrino with �m2 ⇠1 eV2 [69, 70] scale was developed based on the disappearance

rate shown in the flux deficit. The RAA best fit 3+1 neutrino oscillation parameters

are shown in Figure 2.5.

the latter analysis are provided in Appendix B. The best-fit
values are j!m2

new;MBj ¼ 1:9 eV2 and sin2ð2!new;MBÞ $
0:2, but are not significant at 95% C.L. The no-oscillation
hypothesis is only disfavored at the level of 72.4% C.L.,
less significant than the reactor and gallium anomalies.
Combining the reactor antineutrino anomaly with our
MiniBooNE reanalysis leads to a good fit with the sterile
neutrino hypothesis and disfavors the absence of oscilla-
tions at 98.5% C.L., dominated by the reactor experiments
data. Allowed regions in the sin2ð2!newÞ % !m2

new plane
are displayed in Fig. 6 (right). The associated best-fit
parameters are j!m2

new;R&MBj> 0:4 eV2 (95%) and

sin2ð2!new;R&MBÞ $ 0:1.
Our ILL reanalysis, including only the energy spectrum

shape, leads to the allowed regions in the sin2ð2!newÞ %
!m2

new plane presented in Fig. 7. We notice a hint of
neutrino oscillations such that j!m2

new;ILL-shapej> 1 eV2

and sin2ð2!new;ILL-shapeÞ $ 0:2, in agreement with our

fourth neutrino hypothesis, but still compatible with the
absence of oscillations at the 1" level. Figure 3 is our
reproduction of the illustration 3 of Ref. [2]; we super-
imposed the oscillation pattern that would be induced by
neutrino oscillations at our best fit (combined analysis).
The ILL positron spectrum is thus in agreement with the
oscillation parameters found independently in our reanal-
yses, mainly based on rate information. Because of the
differences in the systematic effects in the rate and shape
analyses, this coincidence is in favor of a true physical
effect rather than an experimental anomaly. As a cross-
check we performed a Monte-Carlo simulation of the
ILL and Bugey-3 experiments, including the finite spatial

extension of the nuclear reactors and the ILL and Bugey-3
detectors. We found that the small dimensions of the ILL
nuclear core lead to small corrections of the oscillation
pattern imprinted on the positron spectrum. However the
large extension of the Bugey nuclear core is sufficient to
wash out most of the oscillation pattern at 15 m. This
explains the absence of shape distortion in the Bugey-3
experiment.
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FIG. 7 (color online). Allowed regions in the sin2ð2!newÞ %
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new plane obtained from a fit of the ILL energy spectrum
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is very close to our best fit, at j!m2

newj $ 2 eV2, but it is worth
noting its poor statistical significance, compatible with the
absence of oscillations at the 1" level. The best-fit point is
indicated by a star.

TABLE III. Best-fit parameter intervals or limits at 95% C.L.
for sin2ð2!newÞ and j!m2

newj parameters, and significance of the
sterile neutrino oscillation hypothesis in %, for different combi-
nations of the reactor experimental rates only (R&), the ILL-
energy spectrum information (ILL-S), the gallium experiments
(G), and MiniBooNE-# (M) reanalysis of Ref. [45]. We quantify
the difference between the sin2ð2!newÞ constraints obtained from
the reactor and gallium results. Following prescription of
Ref. [48], the parameter goodness-of-fit is 27.0%, indicating
reasonable agreement between the neutrino and antineutrino
data sets (see Appendix B).

Experiment(s) sin2ð2!newÞ j!m2
newj (eV2) C.L. (%)

Reactors (no ILL-S, R&) 0.02–0.20 >0:40 96.5
Gallium (G) >0:06 >0:13 96.1
MiniBooNE (M) — — 72.4
ILL-S — — 68.1
R& þ G 0.05–0.22 >1:45 99.7
R& þ M 0.04–0.20 >1:45 97.6
R& þ ILL % S 0.02–0.21 >0:23 95.3
All 0.06–0.22 >1:5 99.8
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new plane from the combination of reactor neutrino experi-
ments, Gallex and Sage calibration sources experiments,
MiniBooNE reanalysis of Ref. [45], and the ILL-energy spec-
trum distortion. The data are well fitted by the 3 þ 1 neutrino
hypothesis, while the no-oscillation hypothesis is disfavored at
99.8% C.L. The marginal !$2 profiles for j!m2

newj and
sin2ð2!newÞ (1 dof) lead to the constraints, j!m2

newj> 1:5 eV2

(95% C.L.) and sin2ð2!newÞ ¼ 0:14 ( 0:08 (95% C.L.).
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Figure 2.5. The allowed region for the parameters of sterile neutrino oscillation as
a result of the flux deficit observed in RAA [69]. The best fit point suggests a
sin2

14 2✓ = 0.14± 0.08 and |�m2| > 1.5 eV2 (95% C.L.) of a 3+1 left hand neutrino
and sterile neutrino mixing.

Independent of the flux deviation, the medium baseline experiments Daya

Bay [1], Double CHOOZ [41], and RENO [40], also measured reactor neutrino spec-

tra that disagree with the Huber and Mueller models, as shown in Figure 2.6. An

8% to 10% excess is observed in the 4 MeV to 6 MeV region of IBD positron en-

ergy, equivalent to 5 MeV to 7 MeV reactor neutrino energy. With high statistical

significance, the spectral deficit observed hints at errors in the nuclear database used
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to calculate the expected spectral shape. Additionally, the isotopic contribution to

the flux and spectrum anomalies is unclear due to the mixture and evolution of the

fission isotopes in the LEU reactors utilized by these experiments.

Chinese Physics C Vol. XX, No. X (201X) XXXXXX

the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a �2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 � discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in [65]. The
compatibility was tested by evaluating

��2 = �2(standard)��2(N extra parameters) (29)

for N degrees of freedom. We obtained ��2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. 28.
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Fig. 23. (A) Comparison of predicted and mea-
sured prompt energy spectra. The prediction is
based on the Huber+Mueller model and normal-
ized to the number of measured events. The error
bars on the data points represent the statistical
uncertainty. The hatched and red filled bands rep-
resent the square-root of diagonal elements of the
covariance matrix (

�
(Vii)) for the reactor related

and the full systematic uncertainties, respectively.
(B) Ratio of the measured prompt energy spec-
trum to the predicted spectrum (Huber+Mueller
model). (C) The defined �2 distribution (��i) of
each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve).
See Eq. 30 and relevant text for the definitions.

6.3 Quantification of the Local Deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23B. The spectral discrepancy around 5

MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the �2 contribution of
each energy bin,

e�i =
Nobs

i �Npred
i

|Nobs
i �Npred

i |

�X

j

�2
ij ,

�2
ij = (Nobs

i �Npred
i )(V �1)ij(N

obs
j �Npred

j ). (30)

By definition,
P

i e�2
i is equal to the value of �2 defined in

Eq. 28. As shown in Fig. 23C, an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the de-
viation is evaluated based on the modified oscillation
analysis similar to Eq. 29. Instead of allowing all the
N nuisance parameters to be free floating, only parame-
ters within a selected energy window are varied in the fit.
The di�erence between minimum �2s before and after in-
troducing these nuisance parameters within the selected
energy window was used to evaluate the p-value of the
local variation from the predictions. The p-values with
1 MeV sliding energy window are shown in Fig. 23C. The
local significance for a discrepancy is greater than 4 � at
the highest point around 5 MeV. In addition, the local
significance for the 2 MeV window between 4 and 6 MeV
were evaluated. We obtained a ��2/N value of 37.4/8,
which corresponds to the p-value of 9.7 ⇥ 10�6(4.4 �).
Comparing with the ILL+Vogel model shows a similar
level of local discrepancy between 4 and 6 MeV.

The excess between 4 and 6 MeV was ⇠1.5% of the
total observed IBD candidates. An excess of events in
a same energy range was not observed in the spallation
12B beta decay spectrum, ruling out detector e�ects as
an explanation. Adding a simple beta-decay branch or a
mono-energetic peak cannot reproduce the observed ex-
cess, indicating that it cannot be explained by a simple
background contribution. Contributions from other in-
teraction channels (e.g. �̄e+13C) were investigated and
were found to be too small to account for the excess. The
events in the energy region around 5 MeV are carefully
examined: the neutron capture time, the delayed energy
spectrum, and the distance distribution for the delayed
neutron capture signal were found to match IBD event
characteristics. The vertex distribution of the prompt
signal was found to be uniform and consistent with IBD
events.

Figure 24 shows the event rate versus time in the
energy window of 4.5-5.5 MeV and other windows.
The strong correlation indicates that the excess around
5 MeV is proportional to the reactor antineutrino flux.
Therefore, it strongly suggests that the deviation is due
to the imperfect modelling of the reactor antineutrino
spectrum. A recent ab initio calculation of the antineu-
trino spectrum showed a similar deviation from previous

010201-27

Figure 2.6. The IBD positron energy spectrum measured by Daya Bay experiment.
The spectrum is the sum of IBD positron spectrum from four fission isotopes, which
indicate an excess at 4 MeV to 6 MeV compared to the Huber+Mueller model with
2.9 � discrepancy.

2.4 Resolution of the RAA

Further studies include introducing forbidden transitions in �-decay branch

spectra [71], and ab initio spectrum prediction with di↵erent nuclear databases [72].

These studies suggest larger systematic uncertainties than claimed in the Huber and

Mueller model because of the lack of forbidden branch knowledge and errors in nuclear
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databases. Phenomenological studies [73] based on historical reactor experiments

were also made to resolve the RAA by comparing the neutrino flux of reactors with

various fission fractions. The global fit of isotopic contributions to the flux deficit

hint at 235U being the main contributor to the flux anomaly.

Multiple reactor neutrino measurements have been made to resolve the isotopic

contribution of the flux and spectrum anomalies. Daya Bay and RENO experiments

measured the reactor neutrino flux and spectrum evolution with fission fraction in

their reactors [2, 74]. These measurements indirectly tested 235U and 239Pu’s con-

tribution to the reactor neutrino flux and spectrum deficit. In these fuel evolution

measurements, the reactor neutrino flux and spectrum’s dependence on fission isotope

is observed. The evolution of the spectrum weakly hints at a correlation between the

235U-239Pu transition and the local excess of the IBD spectrum.

The lack of definitive resolution to the RAA the necessitates a direct mea-

surement of the reactor neutrino flux and spectrum from a single fission isotope,

particularly 235U. A very short baseline, 235U-only reactor neutrino experiment is

preferred to measure the flux and spectrum of ⌫e from the single fission isotope, as

well as to simultaneously and independently probe possible eV-scale sterile neutrino

oscillations.
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CHAPTER 3

PROSPECT EXPERIMENT

The RAA described in Chapter 2 leads to the need for experiments capable of

probing short baseline sterile neutrino oscillation, as well as directly measuring the

flux and spectrum of a reactor with a high concentration of a single fission isotope.

The experiment has to meet the requirements of :

• Sub-10 m baseline from a reactor with a compact reactor size.

• Fission reactor whose neutrino production is from a single isotope.

• Good IBD position reconstruction resolution for oscillation measurement.

• High energy resolution to precisely measure neutrino spectrum.

PROSPECT [75,76], the Precision Reactor Oscillation and SPECTrum experi-

ment, was designed and built to directly measure the neutrino flux and spectrum from

the HFIR located at ORNL [77]. PROSPECT’s antineutrino detector (AD) covers

baselines from 7 m to 9 m with a segmented LS volume. The goals of PROSPECT are

to probe eV-scale sterile neutrino oscillation by the observation of ⌫edisappearance,

and to precisely measure the reactor neutrino spectrum from 235U.

3.1 HFIR Reactor

HFIR is a high enrichment 235U (HEU) research fission reactor whose 235U

enrichment is 93% on average. The key parameters of the HFIR core relevant to

PROSPECT neutrino measurements are listed in Table 3.1.

HFIR is a cylindrical fission reactor. Its compact size, as shown in Table 3.1

and Figure 3.1, is ideal for constraining the uncertainty in neutrino baselines. To
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Table 3.1. The properties of HFIR.

Parameter Value

Power 85 MW

Dimensions 435 mm (diameter) ⇥ 508 mm (height)

235U enrichment 93%

Neutrino source ⇠99% from 235U

Reactor cycle ⇠25 day on, ⇠30 day o↵
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Figure 3: Photographs of a dummy HFIR fuel element with active fuel diameter
of 0.435 m and length of 0.508 m are shown in (a) & (b). The location of the
active fuel in a detailed MCNP model of the full reactor system is indicated
in (c). A projection of the core wide fission power density (i.e. antineutrino
production source term) onto the x-z plane is shown in (d).

Liquid scintillators have historically been the standard detec-142

tion medium for large volume antineutrino detectors. Gadolin-143

ium has often been used for the neutron capture signal in large,144

monolithic detectors [? ? ? ], emitting a robust 8 MeV sig-145

nal in gamma rays. However, for a smaller (few ton) highly146

segmented detector such as PROSPECT, the spatial extent of147

the gamma ray signal compromises segmentation. Futhermore,148

the gamma rays will escape detection near the sides of the de-149

tector, leading to a spatial dependence of detection e�ciency.150

Additionally, since PROSPECT will operate in a high-gamma151

background environment, the gammas from the neutron capture152

on gadolinium could be mimicked by random coincidences of153

the predominant gamma backgrounds.154

In contrast, neutron captures on 6Li produce well local-155

ized energy depositions1 from the reaction n+6Li� � + t +156

0.55 MeVee which are most often contained within a single seg-157

ment of a divided detector. Since this capture only produces158

heavy charged particles, a pulse-shape discriminating 6LiLS159

is able to separate neutron captures from background gamma160

events reducing the likelihood of random coincidences.161

Pulse-shape discrimination (PSD) is a long studied property162

of many liquid scintillators that allows for the isolation of in-163

teractions with high dE/dx, typically heavy charged particles,164

from those with low dE/dx, such as muons and electrons. Pre-165

vious experiments using LiLS were based on scintillators that166

are toxic, flammable, and are not suitable for operating inside167

a reactor facility. Also many of these scintillators have had in-168

1The very high energy deposition density from low energy nuclear frag-
ments or proton recoils, suppresses the light output in liquid scintillator. For
this reason, we refer to energies observed in such reactions in terms of their
“electron equivalent”, or “ee”.

su�cient light yields for realizing the energy resolution needed169

by PROSPECT. A multi-year research and development e�ort170

by PROSPECT collaborators developed a new low-toxicity and171

low-flashpoint liquid scintillator utilizing a commercial scintil-172

lator base.173

3. PROSPECT Concept174

Previous optimization studies of short baseline antineutrino175

detectors [? ] identified as key parameters: an energy resolution176

of � 10%/
�

E(MeV), a position resolution � 0.20 m, a signal177

to background ratio better than 1:1, a mass of a few tons and a178

baseline coverage of about 3 m. A segmented liquid scintilla-179

tor detector utilizing 6Li to identify the neutrons from the IBD180

interaction and having good PSD to separate signals from gam-181

mas and positrons from hadronic particles can meet these goals.182

The modularity improves background suppression by allowing183

spatial correlation of the prompt and delayed signals while nat-184

urally dividing the data into bins of known position and size.185

The non-scintillator material defining the segments should be186

minimized to achieve an acceptable energy response for accu-187

rate measurement of the antineutrino energy spectrum.188

3.1. Parameters189

The layout of the experiment at HFIR is shown in Fig. ??.190

Detector parameters are:191

1. Active LiLS volume 2.045 m wide � 1.607 m high �192

1.176 m long, 3760 liters, 3.68 metric tons.193

2. Segmentation 14 (long) by 11 (high). Square segment194

cross-section of 0.145 m.195

3. Reconstructed z-position resolution (along the length of196

the segment) 0.05 m.197

4. Center of the reactor core to center of the detector at the198

nearest position 7.93±0.01 m. Detector movement to base-199

lines of 9.1 and 12.4 m possible.200

5. Baseline coverage ±1 m for a single position.201

6. Energy resolution of 4.5 % at 1 MeV.202

7. Fraction of non-LiLS mass in the target region 3.4 %.203

3.2. Calibration204

Multiple calibration methods are needed to establish the ef-205

ficiency as well as the energy and time response of the detec-206

tor to IBD interactions. The PROSPECT design features hol-207

low corner rods in each segment allowing the insertion of ra-208

dioactive sources or optical pulses into the segments as needed.209

The radioactive sources which can be deployed include gamma210

sources such as 137Cs or 60Co to establish the overall energy211

scale, a source of positron annihilation gammas such as 68Ge or212

22Na to establish the detector response and detection e�ciency213

to the positrons from IBD, and a neutron source such as 252Cf214

to determine the IBD neutron detection e�ciency. Signals from215

background radioactivity in the LiLS or from neutron captures216

on 6Li can also be used to track performance over time. A small217

amount of 227Ac was dissolved in the liquid scintillator to pro-218

vide a source of signals uniformly distributed over the active219

volume.220

4

Figure 3.1. A model of the reactor [76] parameters. (a) and (b) are the diameter
and height of the HFIR core. The location of the HFIR core in a detailed reactor
system simulation is indicated in (c). (d) is a projection of the fission power density
of HFIR at the x-z plane.

maintain its high 235U enrichment, the HFIR reactor is operated in relatively short

reactor cycles. In this case, the fuel evolution of fissile isotopes is negligible.

The HFIR facility also brings unique background challenges for neutrino mea-
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Figure 3.2. (Left) The reactor correlated neutron background rate (nSv/h) shown in
a map of the HFIR site where PROSPECT is deployed. (Right) The local � ray
background rate (Hz) shown in the same map.

surements. Due to availability of an experiment site at very short baseline, the

PROSPECT AD is exposed to cosmic ray backgrounds with minimal overburden.

The detector also faces reactor correlated background, e.g., the background neutrons

generated from the reactor, and the gamma-ray background from neutron capture

on materials in the piping of the facility. A comprehensive background character-

ization was therefore organized in the research and development (R&D) phase of

PROSPECT [78]. Figure 3.2 shows the amplitude of the gamma and neutron back-

ground. The detector and additional background shielding were designed based on

this background survey.

3.2 Detector Design

The PROSPECT AD is a ⇠4 ton 6Li-doped LS (6LiLS) detector deployed at

7-9 m baselines from the HFIR core. The critical parameters of the PROSPECT AD

are shown in Table 3.2. The schematic of detector deployment at the HFIR facility

is shown in Figure 3.3.

The anatomy of the PROSPECT AD is shown in Figure 3.4. The inner vol-

ume of the detector is contained in a liquid-tight acrylic tank filled with the 6LiLS,
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Table 3.2. The key parameters of the PROSPECT AD [76].

Parameter Value

Target volume & mass 3760 liters, 3.68 tons

Target dimension 1.176 m wide ⇥ 2.045 m long ⇥ 1.607 m tall

Baseline 7.9 m

Liquid scintillator EJ-309 based LS with <0.1% 6Li

LS energy resolution 4.5%

Segments 14 horizontal times 11 vertical

Segment dimension 1.176 m wide ⇥ 14.5 cm long ⇥ 14.5 cm tall

Light collection diameter = 12.7 cm (5 inch) PMTs

Position resolution �X = 14.5 cm, �Y = 14.5 cm, �Z ⇡ 5 cm

which is made from EJ-309 base, an organic LS [79]. The acrylic tank is shielded by

layers of water, polyethylene, lead, and borated polyethylene, respectively from the

outside to inside to suppress neutron and gamma backgrounds. The designed energy

resolution is 4.5% to optimize PROSPECT’s IBD spectrum measurement. An ad-

vantage of utilizing EJ-309 is its pulse shape discrimination (PSD) capability which

makes the PROSPECT AD sensitive to particle identity, which is described in detail

in Section 3.3. The purified 6Li is loaded as a main neutron capture isotope through

dissolved LiCl in the scintillator. A small amount of 227Ac was also uniformly spiked

in the LS for active calibration of segment volume di↵erences.

The inner volume of the PROSPECT AD is optically segmented by a light-

weight optical grid subsystem [80]. The optical grid consists of highly reflective
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Figure 3.3. The layout of the PROSPECT experiment. The PROSPECT AD is
deployed 7.9 m from the reactor center to the detector center. An additional on-
site lead shield was installed between the reactor pool and the AD to eliminate
local gamma-ray backgrounds.
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Figure 3.4. The design of the PROSPECT AD, consisting an inner volume and
surrounding layers of shielding. The inner detector includes 6LiLS, the optical
grid, PMTs, and the calibration system.



31

carbon fiber backed separators dividing the LS volume into 14⇥11 identical longi-

tudinal segments. Each segment is enclosed by two 12.7 cm diameter PMTs at its

two ends. Schematics of the PROSPECT AD inner volume are shown in Figure 3.5.

The segment with the largest LS light signal is identified as the interaction point (x-

and y-direction) of an incident particle. The readout of PMTs, which are housed

in mineral-oil filled acrylic modules (PMT optical modules) on both sides of each

segment, allows for timing- and charge-based position reconstruction along the axis

(z-direction) of each segment [81,82]. Hence, the optical grid makes the PROSPECT

AD able to reconstruct incident particles’ 3D positions, which is an essential function

for cosmic ray rejection and oscillation measurements.

A B C

Pinwheel 
spacers

Center
pinwheels

End	Plugs PMT 
housing walls

Reflector 
panels

Cable 
seal plugs

Y

X

Z

PMT

Figure 3.5. Schematic of the inner volume of the PROSPECT AD. (Top) A side
view to the X,Y plane of the AD, the red grids represent segments assembled with
ElectronTubes PMTs and the light blue grids represent segments with Hamamatsu
PMTs. (Bottom) A schematic of a single segment.
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3.3 Antineutrino Detection

3.3.1 IBD signature. Similar to other reactor neutrino experiments, the PROSPECT

AD detects ⌫e through the detection of the positron and neutron produced in the IBD

process:

⌫e + p ! n + e+. (3.1)

The positron deposits its kinetic energy immediately in the LS by transferring the ki-

netic energy to molecular energy that generates scintillation light, a process described

in detail in Chapter 5. Having lost most of its kinetic energy, positron-electron annihi-

lation produces two 511 keV gammas moving in opposite directions. The IBD neutron

produced, with keV-scale kinetic energy, is decelerated within 50 µs and then cap-

tured by a nucleus in the LS. The main neutron capturing isotope in the PROSPECT

AD is 6Li, with approximately 80% of the total neutron capture fraction. The n-Li

capture process,

n +6 Li ! ↵ +3 H, (3.2)

brings an advantage for PROSPECT that the event signature includes only the recoil

of ↵ and 3H nuclei without energy loss. The traveling distance of ↵ and 3H produced

are in the mm-scale. Thus, the n-Li capture event is restricted to a single segment.

On the contrary, most of the historical reactor neutrino experiments utilizing Gd as

the neutron capture solvent have to tag the neutron signal as a cascade of � rays with

a total energy of approximately 8 MeV and a spreading light signal at the meter-

scale. The scintillation signal of the IBD produced positron, and its annihilation

gammas are detected at the 10 ns scale after the IBD process, followed by the ⇠50 µs

delayed neutron capture signal. Hence, the positron and neutron signals are referred

to as prompt and delayed signals, respectively. A schematic of the IBD signals in

PROSPECT is shown in Figure 3.6.

3.3.2 Prompt and Delayed Signal Discrimination. PROSPECT discriminates
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Figure 3.6. A schematic of IBD detection in PROSPECT AD. An IBD event is tagged
with time coincidence between the positron and the neutron events. The positron
deposits its energy and annihilates in ⇠10 ns after IBD process. Within ⇠50 µs
after the IBD process, the neutron is mainly captured by 6Li, generating ↵ and
tritium with a total kinetic energy of 4.78 MeV (0.55 MeV electron equivalent).

the prompt and delayed signal with PSD. The pulse shape of scintillation light in EJ-

309 contains short-lived and long-lived fluorescence components whose fractions in

the light pulse are dependent on the dE/dx of an ionizing particle. Since the dE/dx

of charged nuclei is greater than the positrons and electrons, a significant di↵erence

of pulse shapes between the prompt and the delayed signals is shown as Figure 3.7.

For the ease of signal discrimination, a PSD parameter is defined as the tail fraction

of the pulse integral,

PSD =
Qtail

Qfull
. (3.3)

The time window of the tail integral, illustrated in Figure 3.7, is user defined to

maximize the gamma-neutron discrimination [82]. With event selection based on the
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Figure 3.7. An example of the di↵erent pulse shape between a � ray-like signal and
a neutron-like signal [81].

reconstructed energy, timing and PSD value of a pulse, clear signal types can be

distinguished as shown in Figure 3.8.

3.3.3 Energy and Position Reconstruction. The segmented nature of the

PROSPECT AD allows particles with enough energy to travel through multiple seg-

ments. The energy of particles deposited in each segment is reconstructed by counting

scintillation light collected by the PMTs on its ends. When both PMTs of a segment

are triggered coincidentally, this light signal is referred to as a hit. An event cluster

is defined as a group of hits in a 20 ns time interval. The reconstructed energy of a

particle is the sum of energy deposited in all segments of a cluster, as illustrated in

Figure 3.9. The reconstructed event vertex (x, y) position is defined as the location

of the segment with the largest energy deposition in a cluster.

An event vertex’s z position is reconstructed based on the charge and timing

di↵erence between the pair of PMTs’ light signals. The schematic of a single segment’s

light collection is shown in Figure 3.10. Because of the light attenuation in the LS, the

light collection by a PMT at one end decreases exponentially with increasing distance

from that PMT to the vertex, resulting in the segment’s total light collection non-
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Figure 3.8. The IBD event selection based on PSD [81]. (Left) The distribution
of 252Cf neutron and gamma events in an energy and PSD parameter space. A
well-constrained distribution of n-Li capture can be seen at the low energy high
PSD spot. (Right) The distribution of prompt-delay pair event in the PSD and
time coincidence parameter space, where the top-left spot is the distribution of
IBD candidates.

uniformity along the z direction. The detection timing di↵erence between the PMTs is

also dependent on the z position, making it a useful tool in z position reconstruction.

Further discussion about the z position calibration and reconstruction is detailed in

Chapter 6.
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Xianyi Zhang, for PROSPECT Collaboration !20

Figure 3.9. An illustration of an event cluster. The colored segments are segments
which collected scintillation light within the cluster’s time window. The recon-
structed energy of this event is the summed energy detected by each segment hit
in this cluster. The size and color of each colored box are correlated to the light
collected in each PMT. The reconstructed positron is in the segment with the most
significant light collection.

Xianyi Zhang, for PROSPECT Collaboration

Energy and Position Reconstruction
❖ The scintillation light is constrained in each cell and collected by the PMTs. 

❖ Cluster - energy deposit in a group of cells within 20 ns. 

❖ Reconstructed energy is the sum of energy deposits in one cluster. 

❖ Events’ X,Y positions are reconstructed by the largest energy deposit cell.

!19

❖ Z positions are reconstructed 
by the charge and time difference 
between PMTs.

Largest hit

Figure 3.10. An illustration of the light collection within one segment. When
scintillation light is generated from an incident particle, the light is constrained in
the segment by the specular reflective separators. The two PMTs on the ends of
a segment detect di↵erent light and at a di↵erent time with respect to the vertex
location.
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CHAPTER 4

DETECTOR RESEARCH, DEVELOPMENT, CONSTRUCTION, AND
COMMISSIONING

Research and development for the PROSPECT AD began in 2014. The time-

line of PROSPECT R&D is shown in Table 4.1. With the goals of maximizing the

6LiLS performance and background subtraction, as well as minimizing the dead vol-

ume and liquid degradation, the detector design was tested and demonstrated by

multiple prototype detectors.

After two years of R&D, the fabrication of the detector components and the

6LiLS were organized in di↵erent facilities that mainly included the Illinois Institute

of Technology (IIT), Yale University (Yale), and Brookhaven National Laboratory

(BNL). Comprehensive quality control (QC) and quality assurance (QA) were in-

cluded in fabrication procedures to ensure detector performance, especially detector

stability and segment uniformity.

During the detector R&D, I co-led the e↵orts of design, fabrication, QC and

QA of the optical grid components. I also took significant role in the assembly of the

PMT modules, the detector inner volume, as well as the detector commissioning at

the HFIR facility.

This chapter briefly describes the prototype detectors of PROSPECT, and

details the design and fabrication of the detector components. Descriptions of detector

assembly and commissioning are also included.
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4.1 Prototype Research

In early R&D phases, prototype detectors were assembled to develop and

demonstrate a variety of designed detector features. During this phase, many candi-

date materials were tested. The first PROSPECT prototype detector was built with

a cylindrical test cell filled with 0.1 liter 6LiLS. This prototype demonstrated the n-Li

capture and PSD features of the 6LiLS.

From December 2014 to March 2015, a 2-liter prototype detector (PROSPECT-

2) was deployed at the designed detector location in the HFIR facility building with a

primary purpose of performing an on-site background survey. As shown in Figure 4.1,

this prototype was a single volume cylindrical detector surrounded by specular reflec-

tors with two PMTs on its ends. By comparing the reactor-on and -o↵ gamma and

neutron detection rate, this prototype demonstrated a shielding strategy that could

e↵ectively eliminate reactor correlated gamma and n-Li capture events [78].

Figure 4.1. PROSPECT-2 prototype installed at HFIR. The 5” cylindrical LS detec-
tor (yellow), PMTs and HV bases (purple) are surrounded by 5% borated polyethy-
lene sheets (green), lead (dark grey), more 5% borated polyethylene sheet, an Al
containment box ( grey), 30% borated polyethylene sheet (purple), more 5% bo-
rated polyethylene sheet, and polyethylene sheet (light grey).

Two 23-liter prototypes (PROSPECT-20) [82] were deployed at HFIR and

Yale, respectively. The goals of these two prototypes were to further characterize

background, as well as study the scintillator performance and stability [82]. Figure 4.2

shows the design of the PROSPECT-20 detector. The dimensions of PROSPECT-20
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prototype were similar to a single segment of the full PROSPECT AD. PROSPECT-

20 demonstrated the PSD performance, energy reconstruction, and position recon-

struction with respect to gamma calibration sources deployed along with the detector.

Several candidate designs and materials for the PMT module were also tested in these

prototype studies. For instance, PROSPECT-20 first included and tested the utiliza-

tion of specular reflectors and two-PMT readout to optimize the PSD performance

and light collection of the detector.

Figure 4.2. The schematic of the 23-liter prototype with labeled key components [82].

A prototype containing 50 liters of 6LiLS (PROSPECT-50) [81] was assembled

and tested at Yale to validate the product components for the final PROSPECT

AD. Figure 4.3 shows the schematic of this prototype. The PROSPECT-50 detector

consisted of two segments whose dimensions are identical to the designed dimensions

of the segments of the finalized detector. The chemical compatibility of detector

components, including PMT modules, optical grid, calibration system, and cables,

were tested in direct contact with 6LiLS. PROSPECT-50 also provides a parallel light

yield stability monitor for the PROSPECT AD. Cosmogenic background, gamma, and

neutron calibrations were measured with this 50 liter prototype. These measurements

led to the development of analysis packages for segment-based event reconstruction

and validated the detector simulation through data to Monte-Carlo comparisons.
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Borated polyethyleneCalibration drive

Radioactive
source 

deployment tube

Lead

Pinwheels

PMT
optical

modules

Acrylic
tank Optical injection point

Optical separator

Aluminum
tank

Figure 4.3. A schematic of the PROSPECT-50 prototype with labeled key compo-
nents [81].

4.2 6Li Loaded Liquid Scintillator

6LiLS is the target material of the PROSPECT AD. The base scintillator, EJ-

309, is a di-isopropyl naphthalene based liquid organic scintillator with 2,5-diphenyloxazole

and 1,4-bis(2-methylstyryl) benzene dissolved as the wavelength shifter to cover the

wavelength range of the PMT light collection in PROSPECT. The 6Li isotope was

loaded with the LiCl solution that dissolved in the base scintillator with an aqueous

surfactant. The 6LiCl solution was fabricated in the National Institute of Standards

and Technology using enriched lithium carbonate (95±1% 6Li by atom). EJ-309 con-

tains 5.43 ⇥ 1022/cm3 H atoms, making n-H capture the second most abundant neu-

tron capture interaction in the PROSPECT AD. The 6LiLS was also uniformly spiked

with 1.8 Bq 227Ac. The two ↵ decays initiated by 227Ac can be used to passively char-

acterize position reconstruction resolution and the relative volume di↵erence among

segments.

The PROSPECT-50 prototype was used to show that the solution of oxygen in

the 6LiLS can cause oxygen quenching and reduce the light yield after the scintillator

was exposed to air. Covering and dissolving the scintillator with nitrogen is necessary
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to prevent oxygen quenching during 6LiLS production and detector operation.

QA measurements of the produced 6LiLS are shown in Figure 4.4. Relative

light absorbance (1� = 0.3%) is observed between each batch in the wavelength range

of interest. A relative light yield comparison between 6LiLS and LAB (a commonly

used liquid scintillator) was made for each batch of production to ensure consistent

light yield throughout the fabrication. The figure-of-merit of pulse shape discrimina-

tion (FoM, a parameter defined to quantify the neutron and electron separation in

PSD),

FoM = (PSDn � PSDe)/
p

FWHM2
n + FWHM2

e , (4.1)

was evaluated throughout the production for each batch of produced 6LiLS. The

designed energy resolution of the 6LiLS is 4.5%/
p

E(MeV), which was demonstrated

by the PROSPECT-50 prototype [81].

4.3 Optical Grid

The neutrino oscillation measurement in PROSPECT needs a position-sensitive

IBD detector. Because the available site for PROSPECT AD deployment has less

than one meter water equivalent (m.w.e) overburden, the PROSPECT AD should also

be designed as a particle track sensitive detector to identify cosmogenic backgrounds.

The optical grid subsystem is thus a vital structure for both of PROSPECT’s primary

neutrino physics goals. This subsystem is designed to meet the goals of:

• Minimizing the inactive volume and mass;

• Maximizing the light collection e�ciency with high reflectivity;

• Minimizing the cross-segment light transmission;

• Ensuring material compatibility with 6LiLS;

• Enabling the calibration system’s installation in the detector volume.
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3 LiLS quality assurance measurements

In this section, the measurement methods, data analysis strategies, selection criteria, and results
are described for qualifying the LiLS samples in terms of their optical absorbance, light yield, and
PSD.

3.1 Relative optical absorbance
The relative optical absorbance of a sample from each batch was measured immediately after pro-
duction. Figure 5 shows average absorbance for all the measured samples. Figure 6 presents the
samples’ absorbance at 420 nm, the absorbance for a PROSPECT-50 sample is included for compar-
ison. A standard deviation of 0.003 for UV absorbance was determined from measurements of nine
PROSPECT-50 samples and assigned as the systematic uncertainty of each sample measurement.
The large variation in the first 10 batches is attributed to the oxygen contamination of EJ-309 as
described earlier. The absorbance for batches 11 and 46 was clearly higher than other samples and
therefore they were rejected. The other batches were all considered acceptable with absorbance
comparable to the PROSPECT-50 sample. The rejected samples were not subjected to light yield
and PSD measurements.

Wavelength (nm)
400 450 500 550 600

Ab
so

rb
an

ce

0

0.02

0.04

0.06

0.08

0.1

hAbs
Entries  901
Mean    375.2
RMS     79.99

Figure 5. Average of the relative absorbance of all the measured LiLS samples. The error bars represent the
standard deviation calculated from the measured samples at each wavelength.

The optical absorbance of the LiLS was stable from production to deployment. The absorbance
of repeated measurements of samples from a stored drum taken over a six month period showed no
variations greater than the estimated 0.003 systematic uncertainty in the 400 nm to 600 nm range.
Samples from drums after shipment from BNL to ORNL show similar behavior. All drums of LiLS
shipped to ORNL were accepted for deployment in the PROSPECT detector.

A measurement of the oxygen quenching e�ect on absorbance is shown in Figure 7. The LiLS
absorbance degrades when oxygen is introduced by bubbling air through the scintillator. Sparging
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Figure 11. Initial relative light yield of each LiLS sample (top) and its distribution (bottom) from the
Compton edge from a 137Cs source as described in the text. Batch 25 was measured twice (B25-S1 and
B25-S2). The sample for batch 21 was remeasured (B21-S1r).

Figure 11 shows the initial relative light yield for all the LiLS samples as well as a sample from
PROSPECT-50 [5]. The PROSPECT-50 sample was used to set the light yield selection criterion:
the initial relative light yield of LiLS was required to be greater than 95% of the PROSPECT-50
sample; that is, A1+ A2 > 1.085 since the measured initial light yield for the PROSPECT-50 sample
was 1.142. As can be seen from Figure 11, all the measured samples show a satisfactory initial
light yield well above the required threshold.

3.3 Pulse shape discrimination

The same LiLS samples were used in the PSD measurements right after the light yield measurement
without additional nitrogen sparging. The PSD capability of the LiLS samples was measured using
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Figure 15. The measured FOM (n, 6Li) for the LiLS samples (top) and the distribution of the FOM values
(bottom). The results for the PROSPECT-50 samples are also presented.

4 Summary

A total of fifty-nine batches of 90 liter LiLS were produced for the PROSPECT experiment. A
one liter sample was collected from each batch for QA measurements. Two batches were rejected
due to unsatisfactory absorbance, another two batches were used for prototyping and material
compatibility tests, the remaining batches satisfied the acceptance criteria in absorbance, light yield
and PSD capabilities and were delivered for deployment in the PROSPECT detector at ORNL.
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Figure 4.4. (Top) The average of the relative absorbance of all the measured LiLS
samples. (Center) The relative light yield ratio between 6LiLS and LAB. (Bottom)
The FOM evaluated from each batch of product 6LiLS. [79]

The major components of the optical grid were designed and fabricated at IIT. I

played key roles in the material searching, fabrication, QC and QA tests, and construc-

tion of this subsystem. An article was published by the IIT group of PROSPECT,
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see Reference [80].

4.3.1 Optical Grid Design. The structure of the optical grid is shown in

Figure 4.5. This subsystem consists of specular reflective separators and 3D printed

polylactic acid (PLA) rods. The separators and PLA rods interlock each other to

assemble a stable 14⇥11 grid structure, whose dimensions can be found in Table 3.2.

The interlocking pieces enforce a ⇠ 5� tilted angle for each segment. The segments

of the optical grid are enclosed by 154 PMT modules on each end, forming the inner

detector structure which is supported by external acrylic supports.

PMT housings

Reflective separators

PLA supporting rodsSupport RodsPLA rods

A B C

Pinwheel 
spacers

Center
pinwheels

End	Plugs PMT 
housing walls

Reflector 
panels

Cable 
seal plugs

End PLA rod 
Spacer

PLA rod

Separator PMT housing wall

Figure 4.5. Detailed PROSPECT optical grid schematic. (Top) The active detector
enclosed by liquid-tight sealed acrylic tank. (Bottom left) The individual segment
with a 12.7 cm (5 in) diameter PMT on each end and enclosed by 4 reflective
separators. (Bottom right) The cross section view of the PLA rods and segment,
where the separators are slotted on the PLA rods and the PLA rods are hollow to
allow calibration sources to be inserted.

4.3.2 Separators. The separators are composed of a laminated sandwich of a

carbon fiber backbone, reflector layers, adhesive layers, and 0.05 mm-thick protective
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Fluorinated Ethylene Propylene (FEP) films, as shown in Figure 4.6. Except for

the FEP film, poor compatibility between the separator materials and the 6LiLS was

found in chemical compatibility tests. In order to prevent direct contact between the

6LiLS and the incompatible materials, the FEP protective films were heat-sealed and

folded, as illustrated in Figure 4.6 (right).

FEP
Optically clear adhesive

FEP

DF2000MA

DF2000MA
Carbon fiber

Optically clear adhesive

Figure 4.6. (Left) Illustration of the sandwich structure of a separator. (Right)
Illustration of the separator with the overhung FEP folded.

Table 4.2 lists designed and measured optical grid component dimensions.

The total length of the separators, excluding the heat-sealed overhanging FEP, was

designed to be 120.65 cm ± 0.25 cm (47.5 in ± 0.1 in). The designed distance between

the front surfaces of the two PMT housings is 117.4 cm (46.25 in), with the reflecting

separator surface extending beyond the front windows of the PMT housings and out

of the active optical volume of the segment. Since the separators extend past the

faces of the PMT housings, the tolerances on the separator length are not stringent.

Based on the PMT housing dimensions and extra width needed for securely coupling

to the PLA rods, the nominal width of separators was designed to be 15.35 cm ±

0.04 cm. The summed thickness of all laminated material is 1.03 mm ± 0.1 mm.

Accounting for the allowed thickness of the assembly with the PLA rods and the

imperfect coupling between each two-layers, the allowed and measured thickness is

higher than the summed thickness of all individual layers.

The reflective material used is DF2000MA, an adhesive-backed organic re-
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Table 4.2. Designed and measured dimensional parameters of separators.

Material Dimensions and tolerance (mm)

Nominal length 1206.5 ± 2.5

Nominal width 153.5 ± 0.4

Nominal thickness (sum of material thickness) 1.03 ± 0.1

Allowed thickness for assembly 1.119-1.124

Measured width 153.6 ±0.6

Measured thickness 1.18 ± 0.05

flecting film. DF2000MA is made of multiple polymer layers with varying refractive

indices, which produce multiple total internal reflections [83]. Among the tested ma-

terials in PROSPECT R&D, DF2000MA exhibits superior specular reflectance in the

range of wavelength from 400 nm to 550 nm, as shown in Figure 4.7. The FEP film

was laminated on top of the DF2000MA with optically clear adhesives. Having a

substantially lower index of refraction than the 6LiLS (⇠1.3 versus ⇠1.55, respec-

tively), the FEP film also ensures total internal reflection of grazing angle incident

scintillation light back into the 6LiLS bulk.

Figure 4.7. Total reflectance and di↵use reflectance of DF2000MA.
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The lamination of all separators was conducted in a class 10000 clean tent

at IIT. Each layer of di↵erent material was laminated at room temperature with

a silicon roll laminator. Because the puncture of FEP film can cause exposure of

inner separator materials to the 6LiLS, the lamination procedures were designed to

minimize the possibility of causing scratches on separator surfaces or leaving dust

between layers. Photographs of the lamination process and a laminated separator

are shown in Figure 4.8. In the end, each separator was labeled with stickers on the

excess of FEP film for QC and QA purposes, then shipped to a company specializing

in heat sealing FEP films.

The QA measurements of the separators includes surface quality evaluation,

dimension measurements, reflectance measurements, and sealing tests. Separators

with wrinkles or dust whose diameter is greater than 1 mm were rejected. A separator

with width or thickness out of tolerance were also rejected. The total reflectance and

di↵use reflectance of the separators was measured with a compact spectrometer in the

fabrication cleanroom. By measuring relative total reflectance compared to a small

size separator sample, separators with visible optical defects were rejected. Sealing

tests were conducted twice, first after FEP heat sealing and then during final cleaning.

It was found during R&D that the adhesive turns white in air when it is contacted

with ethyl alcohol. Therefore, ethyl alcohol was applied on the separator surface

to identify a puncture or failed sealing. Separators passing the sealing tests were

accepted for detector assembly. The count of laminated separators that passed each

level of QC is shown in Table 4.3.

4.3.3 3D Printed PLA Rod. The PLA rods were designed to support the separa-

tors with low density and low volume material, while contributing a precise interface

between separators and other detector supporting structures. In addition, the PLA

rods provide enough free space for optical and radioactive calibration structures to
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Figure 4.8. (Top) Photograph of lamination setup, when FEP film were being lami-
nated on one side of separator. (Bottom) Photograph of a laminated separator.

feed through into the detector inner volume. Fused Deposition Modeling (FDM) 3D

printing was deemed to be the best choice for the production of the PLA rods. This

method of 3D printing has advantages of its ability to produce complicated geome-

tries, a wide choice of materials, ease of prototyping, and minimal setup cost. Among

the tested materials for 3D printing, PLA was found compatible to 6LiLS. Using

white-dyed PLA, PROSPECT also takes advantage of its high di↵use reflectivity and

low light transmission, as shown in Figure 4.9.
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Table 4.3. The count of laminated separators that passed each level of QC. 98.6%
(367 out of 372) of laminated separators passed QC; 333 separators were assembled
into the PROSPECT AD.

QC level Count of separators

Laminated 372

Surface quality 371

Optical QA 370

Dimensional QA 369

Heat sealing quality 367

Used in detector assembly 333

The PLA rods are longitudinal tubes with a square cross-section. There are

small tabs printed on the outer surface for interlocking with the separators, forming

a pinwheel-shaped cross-section. Because of the part failure rate and the limited size

of available 3D printers, all PLA rods are no more than 15.69 cm in length. There

are nine types of PLA rods designed according to their location in the assembled

detector, as shown in Figure 4.10. These nine types can be categorized into three

main categories listed below.

• Standard PLA rods: A 15.69 cm long rod with the tabs at its center and each

end to allow the insertion of separators. The tabs on the ends are ⇠6 mm long,

and the tab at the center is ⇠13 mm long to balance the structural stability and

reflector exposure. Among the standard PLA rods, there are PLA rods slightly

longer to accurately fit the length of each segment and ensure light-tight closure

between segments. These standard PLA rods are labeled as type-1 and type-

9, respectively. There are 720 (360) type-1 (type-9) PLA rods needed in the



50

Figure 4.9. (Left) Absolute di↵use reflectance of PLA rods. (Right) Total reflectance
of PLA rods relative to bare DF2000MA. When PLA was backed by DF2000MA
reflector, the reflectance can be compared against the measurement of PLA backed
by a black cloth to indicate the transmission of light.

PROSPECT AD.

• Center PLA rods: Similar to the standard PLA rod but with a 2.54 cm (1 in)

wide center tab that allows further machining for the insertion of optical cali-

bration system components. The center PLA rods are labeled as type-2. There

are 180 type-2 PLA rods needed in the PROSPECT AD.

• End PLA rods: A 9.53 cm long rod whose one end is a standard tab for the

separator to insert and whose other end is a pinwheel-shaped, thick, rigid spacer

to maintain set spacings between PMT modules and strung PLA rods. The

number of arms on the spacers depends on the location of rods in the detector.

The end PLA rods are labeled as type-3 to type-8. There are 360 end PLA rods

needed in the PROSPECT AD.

There are 1620 PLA rods of di↵erent types needed for PROSPECT. The PLA

rods are 3D printed by a company specialized in commercial 3D printing with multiple

3D printers to parallel print all PLA rods. According to the manufacturer, the PLA

rods were printed with 100 µm PLA filament.

Temperature instability during 3D printing can cause burnt spots on the PLA
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Type-1 Type-2

Type-4 Type-8
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Type-5
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Figure 4.10. Schematic of PLA rods labeled by type.

Type-2

Type-3 to 8

Type-3 to 8

Type-9

Type-9

Type-1

Type-7 

Type-6 

Type-2 

Type-1 
Type-9 

Type-9 

Figure 4.11. The assembled locations of di↵erent types of PLA rods. In this figure,
the end PLA rods are type-6 and -7. If a segment is at a corner of the detector,
the end PLA rods at the specific corner of the segment would be type-4 and -5.
Similarly, if the segment is on the edge of the detect, the end PLA rods on one
edge would be type-3 and -8.

surface. Because the burnt PLA’s compatibility with 6LiLS is unknown, PLA rods

with burnt spots were rejected. The surface quality of the PLA rods is evaluated
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in QA, for shape imperfection can cause a puncture to the separators’ FEP film.

10-20% of the PLA rods were rejected for burns, contributing the majority of the

rejects. Hence, the surfaces of each PLA rods were filed with stainless steel files. The

spacer volume was further filed through CNC machining to ensure precise dimensions

required for accurate placement of end PLA rods between the PMT modules.

Before the assembly of the PROSPECT AD, the PLA rods were strung along

a thin supporting acrylic rod, as shown in Figure 4.12. The string of PLA rods was

firstly assembled with the corresponding separators, then assembled into the detector.

Figure 4.12. (Top) PLA rods and a acrylic rod before stringing. (Bottom) The
pre-assembled long PLA rods strung on acrylic rods.

4.3.4 Mass of the Optical Grid. Comprehensive measurements of the optical

grid components were made to quantify the key parameters that are important to

validate the detector uniformity, stability, and provide quantities for PROSPECT’s

physics analysis. The measured properties include mass and dimensions of the com-

ponents, optical reflectance, and uniformity of the components, as well as material

compatibility with the 6LiLS.
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The mass of the separators was measured in batches during the optical grid

assembly (see Section 4.6). Every batch of separators assembled in the PROSPECT

AD were weighed separately, and the average was calculated. The PLA rods were

weighed in randomly selected groups of 20 to 50 PLA rods, and the average mass was

calculated. Including the calibration system inserted into the the PLA rods, the total

mass of the optical grid in the detector active volume is 134.8 kg ± 1.9 kg (158.1 kg

with the calibration system and supporting acrylic rods), contributing ⇠ 3% (3.5%

with PTFE tube and acrylic rods) of dead mass to the PROSPECT active target

region.

Table 4.4. The results of mass measurements on the separators and the PLA rods.
All separators and PLA rods were weighed in batches and the quoted uncertainties
reflect variation in the average component mass per batch.

Category Average mass(g) Total amount Total mass(kg)

Separator 326 ± 10 333 108.7 ± 1.7

Standard PLA rod (type-1) 12.3 ± 0.1 720 8.86 ± 0.07

Center PLA rod (type-2) 12.8 ± 0.2 180 2.30 ± 0.04

Standard PLA rod (type-9) 12.5 ± 0.02 360 4.50 ± 0.07

Four arms end PLA rod

(type-6&7)

29.7 ± 0.2 260 7.72 ± 0.05

Three arms end PLA rod

(type-3&8)

26.8 ± 0.1 92 2.47 ± 0.01

Two arms end PLA rod

(type-4&5)

20.8 ± 0.1 8 0.2

4.3.5 Dimensional Characterization of Optical Grid Components. Ex-
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haustive dimensional measurements were done on separators. The thickness of the

separators is an essential dimension due to its correlation with particle energy loss

in the dead volume of the PROSPECT AD. Each separator was measured with a

thickness gauge at 12 di↵erent locations on the separator. The results of the thick-

ness measurements are shown in Figure 4.13. The average separator thickness is

1.18±0.05 mm.
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Figure 4.13. Thickness measurements made on 351 separators, where the dashed line
represents fabrication tolerances.

5% of all produced PLA rods were measured to ensure their dimensional uni-

formity among batches of production. Dimensional repeatability of 3D printing of

PLA was demonstrated at the ±0.13 mm level through the measurement.

4.3.6 Optical Performance of the Optical Grid. The separator reflectance was

measured with an Ocean Optics STS-VIS spectrometer to ensure optical uniformity.

The relative total reflectance (specular+di↵use) comparing to a smaller separator

sample and the absolute di↵use reflectance were measured. As shown in Figure 4.14,

the total reflectance of all separators varied within 2%, and the di↵use reflectance

was < 10%.

The scintillation light reflects on the separator surface with random incident

angle. Ensuring reflectance uniformity with di↵erent incident angles of light is es-

sential. A laser goniometer was built at IIT to measure the correlation between
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Figure 4.14. (Left) The relative reflectance of the mass production separators com-
pared aganst a 5 cm ⇥ 5 cm separator sample with 1� error, showing 5% of di↵er-
ence from the sample but ± 2% variation among all separators. (Right) The di↵use
reflectance of the mass production separators with 1� error, exhibiting < 10% ab-
solute di↵use reflectance.

reflectance and incident angle in EJ-309. The result of the goniometer measure-

ment is shown in Figure 4.15. With increasing incident angle, the reflectance of bare

DF2000MA decreases significantly in EJ-309 beyond 50�, while the reflectance of the

separator remains flat because of the total internal reflection from the FEP film at

large incident angles.
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Figure 4.15. The results of goniometer measurements on PROSPECT’s separator
sample. (Left) The specular reflectance of the laminated separator sample, FEP
and bare DF2000MA in clear liquid, with respect to incident angle, shows the total
internal reflection e↵ect at large angle. (Right) The di↵use reflectance measured by
the goniometer. The bare and laminated reflector compared against a 98% di↵use
reflective sample.

The optical characterization of PLA rods is shown in Figure 4.9. The light

reflection of the PLA rods is dominated by di↵use reflection, with 65% to 75% absolute
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di↵use reflectance. Comparing to the separator, the specular reflectance of the PLA

rods is 2% to 3%. By comparing the reflectance of PLA backed by reflector and light

trap, the light transmitted through a wall PLA rod is < 1%.

4.3.7 Optical Grid Compatibility. The compatibility of the separator and PLA

rods with 6LiLS were tested by long term 6LiLS quality monitoring. Samples of the

separators and PLA rods were soaked in 6LiLS. When testing compatibility, the 6LiLS

contacted by each material was subjected to light absorbance spectroscopic measure-

ments with an Agilent Technologies Cary 5000 UV-Vis-NIR spectrometer. Incompat-

ible material can cause a change in the absorbance spectrum of 6LiLS, comparing to

a reference 6LiLS sample. The result of 6-month-long monitoring measurements are

shown in Figure 4.16, indicating no significant change in the absorbance spectrum

comparing to the reference.

Figure 4.16. The absorbance spectra of 6LiLS in contact with selected samples. After
6 months of contact with di↵erent detector components, all test liquid samples
showed similar absorbance spectra compared with references.

The PLA rod mechanical stability while in contact with 6LiLS is also tested by

a stressed lever test as shown in Figure 4.17. A 100 kPa stress is precisely applied to
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the PLA rod at the fulcrum by adjusting the weight and lever arm length. The applied

stress was calculated with an assumption of a square-shaped PLA rod cross-section.

EJ-309 was dropped at the fulcrum to maintain constant contact with PLA rod at

the stressed spot. In the 14-month-long lever test, the PLA rods with and without

EJ-309 exposure remain straight, demonstrating PLA rods’ mechanical stability.

Mechanical Tests

❖ Mechanical tests is to test structural stability by applying stress to some 
supporting materials (3D printed rod and other materials taking stress in LiLS). 

❖ The stress is calculated by p = T/Z where T is torque, Z is section modulus of 
rod.

4

Fixed

Weight

Stressed point

Stress Material Result w/ 
EJ-309

Result w/o 
EJ-309

10 MPa PC rod Breaks after 
2 months

Good

Extruded 
acrylic rod

Breaks after 
3 day

Good

3DP ABS Breaks in 4 
hrs

Breaks

3DP PLA Bended in 1 
day

Good

100 kPa 3DP PLA Good Good

The list of tested materials

Figure 4.17. A schematic of the lever test, where the liquid drops represent 6LiLS.

4.4 PMT Modules

As mentioned in Figure 3.5, PROSPECT utilizes two types of PMTs with

12.7 cm diameters and similar characteristics, including 240 Hamamatsu R6594 SEL

PMTs and 68 ADIT ElectronTubes 9372KB PMTs. To avoid light leakage and cross-

talk among segments, the PMT module was designed with the purpose of creating

light-tight segments within the optical grid. Therefore, all PMTs are contained in the

PMT housing shown in Figure 4.18 so that the PMT modules can be assembled inside

the detector inner volume and submerged in 6LiLS. The front window, sidewalls,

and back plugs of the PMT housing are transparent, white-dyed, and black-dyed
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acrylic, respectively. Each housing is filled with optically clear mineral oil to minimize

the pressure di↵erence between the inside and outside of the housing. A 150 cc

gas-filled bag inside the housing dampens any pressure variations due to thermal

expansions. The mineral oil and conical reflectors on the interior surface at the front

window compose a light guide portion of the segment to increase light collection. The

dimensions of the sidewall are designed to fit precisely with the spacers of the end

PLA rods. The back plugs of the PMT housings stack directly on each other in the

PROSPECT AD. Hence, the segment dimension and variation is dependent on the

dimension of PMT housings. The front windows of the PMT housings are by design

not contacting the optical grid, but have approximately 1 mm gap between them and

separators to allow for filling of 6LiLS into the segments. The back plug and cables

were assembled into the module with O-rings for achieving the liquid-tight condition.

All PMT modules were assembled in a class 1000 cleanroom at Yale University.

UVT front window

Conical reflector

PMT

PMT 
base 

Magnetic shield

Back 
plug

Mineral oil

Acrylic enclosure

Fill 
port

Cables

PMT support

Figure 4.18. The detailed design of the PMT module.

The mass and volume of the PMT modules after filling of mineral oil were mea-

sured. Excluding cables, the mass of each Hamamatsu PMT module is 5.78±0.12 kg

and the mass of each ElectronTubes module 5.49±0.12 kg. The volume of each PMT
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housing is 6.6±0.3 liter.

All PMT modules were subjected to PMT resistance tests and functionality

tests before being assembled into the PROSPECT AD. The PMT resistance was

measured with multimeters during assembly. In PMT functionality tests, groups of

16 fully assembled PMT modules were placed in a dark box where a laser-pulse LED

was deployed as a light source. The PMT modules collected single photoelectron

(PE) data with a variety of high voltage (HV) applied. PMT modules with abnormal

light response were re-assembled or rejected.

4.5 Calibration System

The calibration system of PROSPECT consists of the 227Ac spiked in the 6LiLS

(see Section 4.2), optical calibration systems (OCS) inserted in the detector through

some of the PLA rods, and radioactive source calibration systems [84]. The schematic

of the OCS and the radioactive source calibration setup is shown in Figure 4.19.

The goal of optical calibration is to characterize the single PE response of every

segment by calculating the mean ratio of analog-digital converter (ADC) channel to

count of PE. The OCS consists of a 15 mW single mode fiber-pigtailed laser diode

assembled to a modified center PLA rod as a di↵use 450 nm wavelength light source.

All 42 light sources deployed at the center of the selected PLA rods are connected to

a high-performance laser generator.

The radioactive calibration system inserts calibration sources into the detector

to characterize detector response to physics events with known particle energy and

vertex location. Radioactive sources are sealed in cylindrical aluminum capsules with

stainless steel caps to keep the radioactive sources sealed. The capsules are attached

to timing belts driven by motors installed outside of the shielded detector. To ensure

smooth insertion of the calibration sources, polytetrafluoroethylene (PTFE) tubes
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Figure 4.19. The setup of PROSPECT calibration system [76]. (Top) Locations of
OCS and radioactive source calibration tubes are shown on the (X, Y) plane. Yel-
low dots represent the OCS tube location, while red dots represent the radioactive
source calibration location. (Bottom) Detailed design of the calibration system
along the axial direction (Z direction) of segments. (A) source drive motors, (B)
optical fiber connector panel, (C) belt storage tube,(D) shielding, (E) source de-
ployment tube, (F) light injection point, (G) fiber tube, (H) detector segments.

are installed in the 35 PLA rods for calibration. The PTFE tubes also prevent direct

contact between 6LiLS and the calibration system. The dimensions of the capsules

(r = 3 mm, l = 12 mm) are identical despite the di↵erences in contained radioactive



61

isotopes. Because the capsule location is not visible in the detector, the calibration

sources can be deployed precisely at the desired location by controlling the speed and

time of source driving in the detector through 35 PLA rods as shown in Figure 4.19.

4.6 Detector Construction and Commissioning

The detector construction and commissioning consists of several phases: com-

ponents fabrication, detector inner volume assembly, dry commissioning, detector

shipment, 6LiLS filling, wet commissioning, external shielding assembly, and calibra-

tion source driver assembly. The fabrication and assembly timeline is listed in Ta-

ble 4.6. During my thesis research, I also played major roles in the detector assembly,

filling, wet commission, and initial calibrations.

Table 4.5. The fabrication and assembly timelines, as well as the primary locations
of each mile stone.

Milestone Date (Location)

Separator Delivery to Yale 11/22/2016 (IIT) to 10/26/2017 (Yale)

PLA Delivery to Yale 10/20/2016 (Autotiv) to 07/26/2017 (Yale)

PMT Module Delivery to Yale 1/2017 (Yale) to 11/10/2017 (Yale)

Detector Assembly 10/30/2017 (Yale) to 11/17/2017 (Yale)

Detector Shipment 1/30/2018(Yale) to 1/31/2018 (ORNL)

6LiLS Filling 2/24/2018 to 2/25/2018 (ORNL)

Wet Commissioning 2/26/2018 to 3/17/2018 (ORNL)

External Shielding Assembly 2/28/2018 to 3/3/2018 (ORNL)

Calibration System Assembly 3/4/2018 to 3/5/2018 (ORNL)

The inner detector volume was assembled in a clean tent at Wright Laboratory,
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Yale University. The detector components, including optical grid components, PMT

modules, and acrylic support, were assembled on a 6.3 cm thick transparent cast

acrylic base, which is also the base of the liquid-tight acrylic tank. All components

were subjected to thorough cleaning procedures: soaking and rinsing with 1% Alconox

solution (PLA rods were ultrasonic cleaned with the same solution) followed by Al-

conox removal with a 10 M⌦-cm water bath. PMT modules were wholly filled with

mineral oil to minimize bubbles appearing at the front windows. The detector assem-

bly was organized on a row-by-row basis. The pre-assembled components (pre-strung

PLA rods, separators, PMT housings, acrylic support plates, and other connection

hardware) necessary for building a single horizontal row of 14 PROSPECT segments

were transported into the detector assembly cleanroom during one shift. At the be-

ginning of each shift, final combinations of one separator and one strung PLA rod

were pre-assembled together for ease of assembly. Procedures of assembly are briefly

overviewed in Figure 4.20. Photographs of the detector assembly, in Figure 4.21,

indicate the details of the component interlocking.

To ensure dimensional uniformity, a precise metrological survey was conducted

after the assembly of every row with a custom-made aluminum gauge and laser height

measurement system. This survey was conducted to measure the horizontal and ver-

tical di↵erence among assembled separators and PMT modules. The goal of the

metrological survey is to constrain the segment volume variation within 1%. Addi-

tional ⇠0.25 mm FEP shims were placed between PLA rod end spacers and PMT

housing bodies in the next-row assembly as needed. Shim placements and thicknesses

were dictated by the results of the metrological survey of the previous row. The cal-

ibration source guiding tubes were inserted into the desired PLA rods as the acrylic

rods used to string the PLA rods were removed. Several temperature sensors were

also inserted into specific PLA rods.
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Figure 4.20. Illustration of the optical grid assembly procedure [80], where the black
lines represent separators, the white squares represent PLA rods, the yellow squares
represent PMT housings, and other colored parts are acrylic support plates. (1)
The first-layer horizontal separators and PLA rods being assembled upon the base
acrylic support plates. (2) The first-layer vertical separators assembled with PMT
modules. (3) The second-layer horizontal separators and PLA rods assembled upon
the first layer, closing the bottom row segments, with the green shade representing
end acrylic support plates that constrained the PMT housing positions. (4) The
following rows of segments were assembled similarly until the optical grid subsystem
was assembled.

The assembled detector was contained a transparent acrylic tank with 6.3 cm

thick walls, whose inner dimension is 1.995 m (wide) ⇥ 2.143 m (long) ⇥ 1.555 m (tall).

The acrylic walls and base were combined with Viton o-rings to ensure a liquid tight

condition. The lid of the acrylic tank allows the feeding of PMT signal and HV cables

through. Environmental sensors, including liquid level sensors, oxygen level sensors,

and nitrogen cover system, were also installed through this lid. After the detector was

securely contained in the acrylic tank, the acrylic tank was moved into an aluminum

tank. The dimensions of the aluminum tank are 2.255 m (wide) ⇥ 2.205 m (long) ⇥

1.982 m (tall). The goal of the aluminum tank is to provide a light-tight condition

of the PROSPECT AD and additional protection during detector shipment. Borated

polyethylene boards with various thickness were filled between the acrylic tank and

the aluminum tank, uniformly surrounding the former. A photograph of the acrylic

tank and the aluminum tank is shown in Figure 4.22
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Figure 4.21. (Top left) The bottom layer of the assembled PLA rods and separators
on the acrylic support plates. (Top right) The assembly of the bottom layer with
PMT modules stacking on the acrylic support plates. (Bottom) Photograph of the
assembled inner detector.

Figure 4.22. The aluminum (left) and acrylic (right) tanks as containment vessel of
the PROSPECT inner detector volume.
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The assembled PROSPECT AD was tested with an unfilled detector (dry

commissioning) at Yale University, demonstrating the electronic performance and

the data acquisition (DAQ) system via collecting the OCS data and cosmic ray back-

ground data. After the dry detector test, the PROSPECT AD was shipped from

Yale University to the HFIR building. The detector was cushioned by 0.1 m thick

foam underneath and 0.05 m thick foam surrounding, in a wooden shipment crate. A

3⇥3 detector mock-up was tested to simulate the vibration and shock during detector

shipment. No damage was observed in the shipment simulation.

The 6LiLS were shipped in drums to ORNL with nitrogen cover gas. The

temperature was controlled during the 6LiLS shipment. Before the detector filling, all

6LiLS was pumped into a 20-ton Teflon lined shipping container (ISO tank). Nitrogen

was used as cover gas for both the detector and the ISO tank during the 6LiLS filling.

The detector is tilted 0.7� along the axial direction of the segments to avoid bubbles

being retained in the segments. The filling rate of the 6LiLS was set to 3 liter/minute

with an ultrasonic sensor monitoring the liquid level. There were 4340 kg 6LiLS filled

into the detector acrylic tank.

The external shielding includes a local shielding wall and detector passive

shielding. The local lead shielding of a 0.1 m thickness was installed between the

wall of the reactor pool and the detector. The detector’s passive shielding appears in

several layers surrounding the detector. From inside to outside, the passive shielding

consists of a layer of 2.5 cm thick borated polyethylene, a layer of 2.5 cm thick layer

of lead for gamma shielding, and a layer of 2.5 cm to 7.5 cm thick high-density

polyethylene as a neutron absorber. On top of the detector, a layer of 0.46 m tall

water bricks was added as additional overburden to suppress cosmogenic neutron

background.

The radioactive source driving motors and the nitrogen flow control system
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were installed outside of the shielded detector. The HV cables and signal cables

were connected to a DAQ crate for full detector commissioning. A photograph of the

installed detector is shown in Figure 4.23.

Source driving motors

Nitrogen flow 
control

Front shielding

Water bricks

Figure 4.23. A photograph of the PROSPECT AD. The calibration source motors
and nitrogen flow control systems were shown on the side of the detector.

4.7 Data Acquisition System

The DAQ system, shown in Figure 4.24, is composed of 21 CAEN V1725 16-

channel digitizers (ADC) with 250 MHz sampling rate, a Phillips Scientific 757D NIM

Fan-In/Fan-Out module, two DAQ control systems, a local storage array, and a run

control computer. Each channel of the digitizers is connected to one of the 308 PMT

signal output cables. The ADCs are grouped into two, operated by two VME crates,

and controlled by two computers.

The dynamic range of the data collection is set by adjusting the HV gain of
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Figure 4.24. Schematic diagram of the DAQ system.

the PMT channels. In order to exclude cosmic ray background and cover the range of

IBD prompt energy, as well as the cosmogenically produced 12B beta energy spectrum,

the dynamic range of the general data acquisition is set to 15 MeV. During optical

calibration, the dynamic range is narrowed down by increasing the gain to cover the

single PE regime. The acquisition window of an ADC pulse is 148 samples long,

equivalent to 592 ns. The DAQ triggering logic is shown in Figure 4.25. The DAQ

system is triggered on thresholds of the ADC signal height collected from each PMT.

A 50 channel primary trigger threshold, which is equivalent to the signal magnitude

of approximately five PEs, is set (later changed to 25 channel considering light yield

decrease) to trigger the DAQ logic. When the pulse heights from both PMTs of one

segment exceeds the primary threshold within a 64 ns coincidence window, a zero

length encoding (ZLE) threshold is set to trigger the light collection of each PMT.
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The pulses from all PMTs whose height exceeds the 20 channel ZLE threshold, are

recorded to the local storage. These thresholds were set to balance the PROSPECT

AD’s ability to reconstruct the 511 keV positron-electron annihilation gamma-ray

and the size of lower energy datasets.
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Figure 4.25. Example of a DAQ triggering signal, where the pulses are collected
from di↵erent PMT channels. The DAQ trigger is generated by the coincidence
of the highest pair of a pulse from a single segment. The following pulses with a
height exceeding the ZLE threshold are saved in data.

Data acquisition runs are controlled through a run control computer, which

can also be remotely controlled. An experiment operator can adjust the HV, and

thresholds of the DAQ system through the run control computer. The collected data

is temporarily saved at a local storage array and is transferred to a storage facility at

Lawrence Livermore National Laboratory (LLNL).
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CHAPTER 5

PHYSICS OF LIQUID SCINTILLATOR DETECTORS

The PROSPECT AD reconstructs event energy by collecting light produced

by the 6LiLS. The PMTs of PROSPECT collect optical photons (photons with visible

wavelength) from scintillation light yield. The light yield of the 6LiLS in response

to an incident particle is not directly proportional to energy. Instead, complicated

molecular e↵ects in the scintillator, called Birks’ quenching, causes nonlinear energy

response. Additional nonlinear light yield is contributed from the Cherenkov radia-

tion of charged particles with high enough energy. It is a vital step to understand

the nonlinearity of light yield in PROSPECT to reconstruct particle energies and

determine the absolute energy of 235U-produced ⌫e .

5.1 Organic Scintillator Light Yield

The 6LiLS of PROSPECT AD is an organic scintillator. The fluorescence

process of organic scintillators is defined by the de-excitation photons of molecules

from a variety of energy levels. Particle energy is absorbed by a scintillator molecule

to excite its electron configurations. The de-excitation photon released by the excited

molecule is the light yield of an organic scintillator. The scintillation photon yield per

incident energy, referred to as scintillation e�ciency, is a vital property of a specific

scintillator. In an ideal energy-light conversion, the light yield with a scintillation

e�ciency S can be expressed as

dL

dx
= S(

dE

dx
). (5.1)

However, this e�ciency is usually a↵ected by radiationless de-excitation, such as

molecular thermal motion, and light absorption by impurities, such as oxygen dis-
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solved in an organic LS . The mechanics of energy deposition in the scintillator di↵ers

with di↵erent types of particle interactions.

5.1.1 Beta Interactions. Electron (betas) and positrons are the main subjects

measured to reconstruct the reactor neutrinos’ energy. Only a small portion of the

beta particle’s kinetic energy is converted to the scintillation light. The major beta

energy absorption mechanisms are the collision with atoms in the medium and the

Bremsstrahlung e↵ect. Collisional loss is the major contributor for lower energy betas

(below 10 MeV in 6LiLS), where the energy loss is due to ionization and excitation

of the atoms in the medium. The Bremsstrahlung e↵ect absorbs electron/positron

energy when the coulomb forces in the medium deflect it. The energy loss of beta

particles is commonly calculated based on the material compound components with

the ESTAR database [85], as shown in Figure 5.1, where the total energy loss is

dE

dx
= (

dE

dx
)c + (

dE

dx
)r. (5.2)

In the range of reactor neutrino produced IBD positron energy (0, 10) MeV, the major

contributor of the positron energy loss is collisional loss. Because of the stopping

power of the scintillator of PROSPECT, the length of the positron path is limited to

a scale of several centimeters.

5.1.2 Muon Interactions. Interactions absorbing the energy of cosmic muons

is similar to beta particle interactions. Due to its high kinetic energy and mass-to-

charge ratio, a cosmic muon can travel through multiple segments of the PROSPECT

AD. Occasionally, a Michel electron is generated when a muon decays inside of the

detector volume.

5.1.3 Gamma Ray Interactions. Two gamma rays, each with 0.511 keV energy,

are generated from the annihilation of an IBD positron. The annihilation gamma

events are part of the IBD prompt event along with positron kinetic energy deposition

as described in Section 5.1.1. Gamma energy is also utilized in energy scale calibration
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Figure 5.1. The electron dE/dx through 6LiLS calculated by E-star [85]. When
electron energy is higher (> 10 MeV), the Brestrahlung e↵ect contributes more
significantly.

for PROSPECT. Gamma interaction channels in scintillator include a photoelectric

e↵ect, Compton scattering, and electron-positron pair production.

Due to the photoelectric e↵ect, gamma energy is partially absorbed by atoms in

the medium. Photo electrons (PEs) are emitted in the process when gamma energy

overcomes the binding energy of the electron at its original shell. A PE’s energy

generally ranges from the scale of 1 keV to 10 keV. The photoelectric e↵ect is the

major contributor causing energy loss of gamma rays with energy below 0.1 MeV.

If a single energy gamma loses all of its energy through photoelectric absorption, its

energy deposition in a large detector volume would be a delta function.

The Compton scattering of a gamma photon also emits free electrons in the

medium. The energies of the scattered electron and gamma are dependent on the

scattering angle. Thus, the Compton recoil electron energy is a continuous spectrum

for a single energy gamma-ray input. The maximum energy of the Compton recoil
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electron is obtained when the scattering angle is maximized. The energy di↵erence

between the incident gamma photon and the Compton recoil electron is given by

EC ⌘ E� � Ee�(✓ = ⇡) =
E�

1 + 2E�/me
. (5.3)

The cross-section of Compton scattering as a function of the scattering angle is de-

pendent on the medium’s electron structure and density.

When the energy of the incident gamma exceeds the 1.022 MeV energy thresh-

old, the electron-positron pair production reaction can occur among the gamma ray

interactions. Ideally, the total energy of the electron and positron pair equals the

gamma energy. The probability of pair production varies with respect to the ab-

sorber’s atomic numbers.

The photoelectric e↵ect mainly absorbs gamma energies below 0.1 MeV. When

the energy of a gamma-ray exceeds the pair production threshold, pair production

becomes a major cause for gamma energy loss in the higher energy range. The Comp-

ton scattering cross-section varies with gamma energy but becomes the most signif-

icant contributor of gamma energy absorption between 0.1 MeV to 10 MeV. Hence,

Compton scattering is the major cause of gamma energy loss in PROSPECT’s IBD

measurement. Despite the type of interaction, a gamma photon energy is measured

through its interaction generating electron and positrons. Therefore, the PSD signa-

ture and the detector response to a gamma-ray is similar to a beta particle, with the

exception that gamma-ray energy deposition spreads significantly farther in distance

than an MeV-scale beta in organic scintillator.

5.1.4 Heavy Nucleon Interactions. As described in Chapter 3, PROSPECT

relies on the n-6Li capture interaction to tag IBD event candidates. The alpha particle

and triton products of the n-Li capture lose their energy as charged particles.

Charged heavy particle energy is absorbed through coulomb force interactions.
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When charged nucleons enter media, the coulomb force between the nucleons and

orbital electrons excites the electrons to higher energy states or ionizes the atom.

Thus, alpha particles, tritons, and protons excite scintillator molecules similar to

electrons and positrons. For a 1 MeV scale charged nucleon, the energy loss dE/dx

is significantly higher because of the higher cross-section for ionization and collision

with atoms.

Unlike particles described previously, neutrons do not deposit energy through

ionization directly due to its neutral electrical charge. Therefore, the neutron energy

loss mechanism is dominated by interactions with charged particles. In particular,

fast neutrons can transfer kinetic energy to a proton, alpha particle or nucleus in

the medium, causing a recoil of charged heavy particles. During recoil interactions,

fast neutrons are slowed down and eventually lose most of their kinetic energy. The

inelastic scattering between a neutron and another nucleus transfers neutron energy

to the nucleus, which de-excites by emitting a gamma photon. Thermal neutrons,

with kinetic energy less than 0.025 eV, can be captured by proton-abundant atoms

like hydrogen, boron, and lithium with high probability. Typical products of neutron

capture are isotopes in excited states. De-excitation gamma photons from the product

isotopes can be detected. In the case of the n-Li capture process, an alpha particle

and a Triton are generated.

5.2 Birks’ Quenching

A scintillator’s light yield is ideally proportional to the energy loss as in Eq. 5.2.

In reality, the quenching e↵ect in an organic scintillator causes nonlinear light yield

with respect to the energy deposition. Multiple factors a↵ect the quenching e↵ect,

including radiationless molecular movements and the impurities in components ab-

sorbing the energy of scintillation light. A semi-empirical light yield conversion was

developed by Birks [86, 87]. This conversion is referred to as Birks’ Law, which is
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based on experimental measurement of organic scintillators’ light yields and the the-

oretical assumption that the quenching e↵ect varies with incident event ionization

density. Birks’ Law of scintillator quenching is expressed as

dL

dx
=

S dE
dx

1 + kB1
dE
dx + kB2(

dE
dx )2

, (5.4)

where kB1 and kB2 are the first and second order Birks’ constants that vary for

di↵erent scintillators. Nonlinearity of light yield is severe at lower energies near the

Bragg peak of the concerned particle.

Birks’ Law also indicates significantly lower light yield from incident parti-

cles with high dE
dx . Thus, the e↵ective light yield e�ciency from protons and alpha

particles is generally lower than electrons and gamma photons, resulting in severe dif-

ferences between experiment-reconstructed energy and the actual deposited energy.

The reconstructed energy is hence referred to as MeV electron equivalent (MeVee).

For instance, the total energy of the alpha particle and Triton from n-Li capture is

4.78 MeV, while its PROSPECT detector reconstructed energy is ⇠0.55 MeVee. The

nonlinear scintillation response to di↵erent particles with various energy is shown in

Figure 5.2.

Di↵erent scintillators have unique sets the Birks’ quenching constants kB1 and

kB2. Measurements of kB1 and kB2 are usually made by comparing the electron and

heavy-ion light yields at constant incident energy. However, the measured quenching

constants are particularly challenging to simulate in most experiments due to large un-

certainty of dE/dx calculation in MC simulations. The method used in PROSPECT

simulations is discussed in Chapters 6 and 7.

5.3 Cherenkov Radiation

Photons produced through Cherenkov radiation [88] are another source of light

in PROSPECT. When a charged particle’s speed in a medium is higher than the phase
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Figure 5.2. (Left)The nonlinear scintillator response to di↵erent particle types [86].
(Right) The light response of a scintillator to low energy electrons. S is the light
signal output of Birks’ measurement with organic scintillator anthracene. Because
of high dE/dx, protons and alpha particles produce significantly less scintilation
light per MeV, compared to an electron.

speed of light, a Cherenkov photon is emitted as the polarizable medium molecules are

polarized by the charged particle. Coherent light is radiated at an angle with respect

to the particle’s traveling direction and speed. The number of photons generated in

Cherenkov radiation is

d2N

dxd�
=

2⇡↵z2

�

✓
1 � 1

�2n2(�)

◆
, (5.5)

where N is number of photons, ↵ is the fine structure constant, z is the particle’s

electric charge, � is the speed of the particle, and n(�) is the index of refraction

of the medium. The actual optical spectrum of the Cherenkov light is dependent

on the scintillator index of refraction, transmission e�ciency, and absorbance. The

thresholds of Cherenkov radiation production for electrons and gammas are shown in

Figure 5.3, where the threshold for electrons is ⇠0.2 MeV when the medium index of
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refraction is 1.5.

Figure 5.3. The Cherenkov radiation thresholds of gammas and electrons in media
with di↵erent indices of refraction.

Cherenkov radiation of charged particles produce prompt photons in the PROSPECT

AD that is indistinguishable from scintillation light. The nonlinear energy response

caused by Cherenkov radiation is discussed in Chapters 6 and 7.
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CHAPTER 6

MONTE-CARLO SIMULATIONS FOR PROSPECT

In PROSPECT’s reactor neutrino measurement, Monte-Carlo simulation (MC)

is necessary to

• Test detector configurations during R&D

• Characterize detector performance

• Study detector energy response to a variety of particles

• Determine systematic uncertainties of detector geometry and light response

• Generate spectrum models and toys for parameter searches and sensitivity stud-

ies

PROSPECT-G4 (PG4) is the PROSPECT customized MC simulation package pro-

grammed based on the Geant-4 [89] toolkit. This simulation package allows users to

adjust detector geometries and material properties to provide important information

guiding detector design. PG4 was developed with prototype detectors; and was used

to demonstrate the simulation’s reproduction of calibration data. Because of limi-

tations in computing resources and time, PG4 contains necessary simplifications in

its description of PROSPECT’s detector geometry and particle interactions. Adjust-

ing PG4’s simulation of detector geometry, particle generation functions, and energy

response is one of the essential parts in my thesis research.

6.1 Geometrical Simulation

PROSPECT detector configurations are simulated in PG4. The simulated

structures include 6LiLS, the optical grid, PMT modules, containers, and shielding.
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Although most of the materials utilized in the PROSPECT AD are saved in Geant4

material databases with their chemical components and densities, 6LiLS is customized

in PG4 by characterizing the density, chemical components, and doping percentage

of the scintillator. The simulated 6LiLS is composed of 0.9781 g/cm3 density EJ-

309, which is composed of 84.14% C, 9.52% H, and 6.34% O by weight. Additional

water and LiCl solution was added with the concentration easily adjustable in simu-

lation. The reflectances of the optical grid separators are set based on direct optical

measurements described in Chapter 4.

Some approximations was made to simplify the programming and running

of PG4. The DAQ cables and systems are not included in the simulation because

they do not contribute dead volume to the active detector volume. For simplicity of

programming, the separator pinching tabs of PLA rods are continuous from end to

end along each cell. The separator materials consist of only FEP films, and carbon

fibers, as the density and chemical components of other laminated materials are not

known.

For the radioactive calibration system, only calibration source capsules are

simulated in PG4; the source driving components have minimal a↵ect on dead vol-

ume in the detector. The source capsule materials and dimensions are programmed

according to the actual design.

The on-site shielding wall and the detector shielding walls are also simulated

based on the designed material and dimensions.

6.2 Particle Generation and Interaction Simulations

Because of neutrinos’ low IBD cross-section, direct neutrino simulation is not

realistic in PG4. Instead, IBD produced positrons and neutrons are generated to

mimic the IBD interaction in the detector. In PG4 simulation, each IBD event con-



79

tains a positron-neutron pair generated from the same vertex with their sum of en-

ergy equal to a user defined neutrino energy plus a rest proton energy (the IBD total

energy). The IBD total energy and vertex position can be adjusted for di↵erent

analysis purposes, including model generation, detector response studies and uncer-

tainty calculations. In the special case of simulating the reactor neutrinos generated

from HFIR, IBD total energies are generated based on the Huber model of the reac-

tor neutrino spectrum [67]. As the reactor location is approximately 45� below the

PROSPECT detector, the angular distribution of the IBD products is implemented

as shown in Figure 6.1.

1/1
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PG4. Black: incident �e ; red: e+,

blue: n. Previous to fix, e+ and n
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� Found (and fixed) sign error in

n, e+ momentum assignment in

PG4 IBD kinematics generator.

� Results now look qualitatively

reasonable; detailed checks of

formulae still TBD (but likely

unimportant for blinding).
Figure 6.1. The simulated IBD products’ angular distributions, with red dots rep-

resenting positrons and blue dots representing neutrons.

Radioactive sources utilized in calibration are simulated in PG4 with custom

built particle generators. The gammas and electrons of the calibration sources are

generated from user defined vertexes with energies extracted from the energy levels
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and transition probabilities saved in the ENSDF database [45]. For the 252Cf spon-

taneous fission neutron source, the emitted neutrons and gammas from its fission

reaction are simulated instead of directly simulating the fission process.

The cosmic ray background is simulated with the external cosmic ray shower

generator CRY [90].

6.3 Truth-level Simulation

Identification of particle type (PID) of PG4 is consistent with Geant4, which

uses PDGID [42] of particles. In the case of neutron capture events, the A and Z

values of the neutron capturing atoms are recorded.

Particle energy depositions and positions in the detector are tracked with the

G4Track and G4Step objects, as illustrated in Figure 6.2. G4Track is a snapshot of

a particle. Every two points in G4Track are connected by G4Step. Every two steps

are separated by 1) a particle interaction, 2) particle traversal through the boundary

of two geometrical volumes in Geant4, 3) a particle traveled the maximum length of

each step, 4) a particle stops or exits the simulation world volume. G4Track saves the

particle’s PID, energy, and position information. G4Step saves the particle’s energy

loss from the beginning to the end of a step. Therefore, a particle’s energy deposition

in each segment of the PROSPECT AD can be saved by summing the the energy

deposits in all steps in a segment. Each G4Step’s maximum length is set by user.

The step size is independent of particle energy and current medium. As a result,

the dE/dx calculated in each step does not precisely reflect actual material stopping

power.

PG4’s ability to track a particle’s energy loss step-by-step enables simulation

of nonlinear detector response. In Chapter 5, the Birks’ quenching function is deter-
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Figure 6.2. An illustration of PG4 event tracking, where an arbitrary is recorded.
The yellow dots and the arrows connecting among them represent G4Tracks and
G4Steps.

mined as

dL

dx
=

S dE
dx

1 + kB1
dE
dx + kB2(

dE
dx )2

. (6.1)

Using the dE/dx calculated by each step, the quenched light yield can be e↵ectively

expressed as the reduction of energy deposition

dEquench

dx
=

dE
dx

1 + kB1
dE
dx + kB2(

dE
dx )2

. (6.2)

Hence, the quenched energy of a particle is

Equench =
stepsX

i

dEi
dx

1 + kB1
dEi
dx + kB2(

dEi
dx )2

, (6.3)

where kB1 and kB2 are e↵ective Birks’ constants, since the dE/dx calculated in each

G4Step di↵ers from actual material stopping power. PG4’s simulation of Birks’

quenching is a unique approach in particle detector simulation. It allows the user

to adjust the detector’s nonlinear response by changing the quenching factors (kB1
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and kB2 ) of the simulated detector. This is a necessary simulation feature because the

event reconstruction for the segmented PROSPECT AD is complicated, as discussed

in Chapter 8.

Cherenkov radiation can also be simplified using the energy loss and speed of

particles calculated by PG4. Because of limited computing resources, optical photon

simulation for high energy interactions is unrealistic. As discussed in Chapter 5, the

number of photons generated as Cherenkov radiation is expresssed as

d2N

dxd�
=

2⇡↵z2

�

✓
1 � 1

�2n2(�)

◆
. (6.4)

By learning the detector’s light transmission spectrum and wavelength shifting ef-

ficiency, the optical spectrum of the Cherenkov photon can be used to calculate

additional light collection from it. An e↵ective Cherenkov photon contributed energy

Ec can be added to the e↵ective energy in PG4,

Ec = kc

X

�

N�E�, (6.5)

where E� is the energy contributed by each photon, kc is an e↵ective Cherenkov energy

coe�cient. The contribution of Ec to the reconstructed energy is adjustable by the

user in energy response studies as discussed in Chapter 8.

6.4 DAQ Pulse Simulation

The MC output of the PG4 simulation is converted to files with structures

identical to actual PROSPECT data. The purpose of this conversion is to force

MC simulation to be consistent with detector responses at di↵erent times, because

the evolution of detector response over time has been observed. The structure of

the PG4 MC output and the actual PROSPECT data are shown in Figure 6.3. A

PG4 MC output contains primary particles and particle interactions, where the ‘ion-

ization event’ saves the energy deposition and timing information in each segment.

The ‘neutron capture’ category is set to save the neutron interaction, especially the
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neutron-atom interaction to record the neutron capture events and the interactions

related to the events. The low level PROSPECT ‘detector pulse data’ saves the ADC

timing and channel information. The ‘physics data’, also referred to as high level

data, saves the event position, time, reconstructed energy and PID information based

on calibration and analysis of the low level pulse data. These data processing and

calibration procedure is discussed in Chapter 7 and 8.

Primary Events

Ionization Events

n-capture Events

Event ID

Event ID

Timing

PID

PID

Capture atom number

Primary Energy

Primary Vertex

Quenched Energy

Event position

Event position

Gamma energy

Recoil energy

Same

PG4 MC

Timing

Event ID

Detector pulse data

Pulse time (L/R)

Pulse height (L/R)

Pulse integral (L/R)

PSD

Physics data

Hit time

Hit energy

Hit position

PID

Figure 6.3. A schematic of the data structure of MC simulation and the ac-
tual PROSPECT data. (Top) The structure of PG4 output, where the recorded
categories share same event IDs. (Bottom left) The low level DAQ pulse data
from unpacking the raw data. (Bottom right) The high level physics data of the
PROSPECT AD calibrated from the DAQ pulse data.
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The PG4 output is converted to simulated pulse and physics data through

energy-ADC pulse conversion, which is a reversed conversion of the usual detector

calibration, as shown in Figure 6.4. PROSPECT’s detector response information at

di↵erent times, consisting the light response, DAQ gain setting, and PSD distribu-

tions, is saved in the PROSPECT calibration database. The MC energy deposition

is converted to ADC channels based on this PROSPECT calibration database. The

calibration database saves ADC-energy calibration values with respect to time, and

the template pulse shapes of di↵erent particles at each PMT channel. Hence, the MC

events can be converted to the simulated pulse data with PSD values, PMT pulses,

and event time coincidences with time and position variations taken into considera-

tion. The simulated pulse data can be calibrated to obtain simulated physics data,

which is discussed in Chapter 7. These procedures ensure precise detector response

simulation even in the presence of non-uniformity and time-variation of the detector

response.
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Figure 6.4. A schematic of PG4 output conversion procedures.
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CHAPTER 7

DATA PROCESSING AND LOW-LEVEL CALIBRATION

The purpose of detector calibration is to convert the raw DAQ signal output

to event information with physical meaning. The raw output of the from CAEN

digitizers of the DAQ system is in binary format. To convert the DAQ signal output

to calibrated data, multiple procedures of data processing, shown in Figure 7.1, are

required.

Digitizer Output

DAQ pulses

Physics data

Unpacking

Detector pulse data 

Pulse summarizing 

Detector calibration

Figure 7.1. Schematic of the data process procedures.

7.1 Data Processing

The raw output from the digitizers are unpacked from the binary format data

of each DAQ channel to actual pulses collected by each channel. The information
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saved after unpacking includes the absolute time of each sample, the event number

assigned to a group of pulses close in time, the channel number and the values of all

ADC samples in a pulse. The unpack procedure contains minimum data analysis,

merely converting the digitizer output to human-readable format.

The unpacked data saves all samples of every pulse and requires substantial

disk space. Summarizing the unpacked pulse data is necessary for the ease of accessing

the data. In the pulse summarizing procedure, each pulse’s height, integral, absolute

time, channel number and PSD value are saved. The summarized values are the key

variables used in event reconstruction, including time, reconstructed position, and

reconstructed energy.

7.2 Timing Calibration

A particles energy deposition, detected by both PMTs of a segment, is re-

ferred as a hit. A group of hits close in time is defined as a cluster detected by the

PROSPECT AD. In addition, many of the particle interactions in the PROSPECT

AD, including IBD, are identified by time coincidences between clusters. The position

reconstruction of each hit relies on accurate timing di↵erence between two PMTs.

7.2.1 Time Reconstruction. Because the sampling rate of the digitizers are

250 MHz, the time di↵erence between two samples is 4 ns. The reconstructed time

of each pulse is the interpolated timing of the half-height of the leading edge shown

in Figure 7.2.

The reconstructed hit time is the rise-up time of the first pulse detected in a

segment. The beginning time of a cluster is the time of the hit with most scintillation

light.

7.2.2 Timing O↵set in Each Segment. The natural di↵erences in PMT sig-

nal transportation causes various time o↵sets between channels. The event timing
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Figure 7.2. An example pulse of PROSPECT. The rise-up timing of a pulse is
defined as the time of the half-height leading edge of the pulse.

di↵erence observed by two PMTs of each segment needs to be corrected based on

the measurement of time o↵sets. Cosmic muon tracks are used to measure the time

o↵set of each segment. Through-going muons produce multiple time correlated pulses

among PMTs at various distances from the origin of scintillation light. Because the

PROSPECT AD is particle track sensitive, the muon tracks can be selected by cuts

requiring multiple segment hits (>= 4 segments and within 0.4 ⇥ segment width dif-

ference) with specific PSD value and high energy deposition requirements. Upon the

selection of a narrow track of single muon cluster, the segment “corner-clipping” hits

are tagged within the detector dynamic range of light collection. The corner-clipping

hits are muon energy depositions constrained in a small range to reject additional par-

ticle interactions. The time di↵erence �t of corner-clipping muon hits are calculated.

The �t distribution o↵set from �t = 0 is the time o↵set between the two PMTs in

each segment. The time o↵sets in all detector segments are shown in Figure 7.3.

The OCS calibration is also used to demonstrate the time o↵set measured by

the segment corner-clipping muon �t distribution, since all OCS light sources are

ideally deployed at the center of each strung PLA rods. With both muon and OCS
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Figure 3: Segment-to-segment timing matrices collected from muon track coincidences.
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Figure 4: Segment timing characteristics solved from Figure 3 matrices.

o↵set common to all terms) for the individual segments’ average timing characteristics ti
and dti. For the ti equations, this floating o↵set is largely irrelevant, and is fixed in place
by adding the additional constraint equation

P
ti = 0. For the dti equations, the floating

o↵set determines the center position dt = 0 for the whole detector. The detector center
dt is currently determined by finding the center of the distribution of dt averaged over all
cells in a slightly hokey manner; results from OCS timing analysis might better pin down
this center value. Figure 4 shows the results of solving these timing equations. The ET and
Hamamatsu PMTs show systematic di↵erences in signal propagation time ti; board-to-board
clock o↵sets cause additional structure in blocks of PMTs. There is a wider scatter in dti
values for ET than Hamamatsu PMTs, indicating less manufacturing consistency. The large

6

Figure 7.3. The time o↵set �t correction of all detector. The Hamamatsu PMTs
indicate smaller time di↵erences than the ET PMTs.

timing di↵erence analysis, the run-to-run variation of time o↵set is ⇠50 ps.

7.3 Position Calibration

In Chapter 4, the horizontal and vertical segment locations were defined as

(x, y) positions of the reconstructed events. For the baseline-dependent IBD mea-

surement, the distance between the HFIR core and each segment can be converted

from the (x, y, z) position of segment hits. The (x, y, z) positions of hits are also use

to select correlated events with respect to their distance.

The time di↵erence between the PMTs of each segment is used to reconstruct a

hit’s position along the z-axis. The PLA rod tabs, because of their precise widths and

distances, make each PLA rod’s axis good position calibration “ruler”. By identifying

light collection bands of the corner-clipping muon hits from muon tracks, the “Hobbes

e↵ect” of muon energy deposition changed by the PLA tabs makes nonuniform event

dt distribution, as shown in Figure 7.4.
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ripples are visible at intermediate signal levels.
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Figure 7: z(dt) curves extracted from “Hobbes e↵ect” ripples in corner-clipping muons dt
distributions.

9

Figure 7.4. The “Hobbes e↵ect” corner clipping muons travel through di↵erent
sections of a segment, where the dt distribution varies with the existence of the
PLA rods.

The dt distribution is fitted with a composite function shown in Figure 7.5.

f(dt) = M(dt)


1 + k cos(

2⇡

�
(adt + bdt3))

�
, (7.1)

where M(dt) is a “M” shaped function, the fine structure contains the average � =

78.5 mm spacing between pinwheel tabs, and k, a, b are fitting parameters. Therefore,

a dt dependent z(dt) reconstruction is expressed as

z(dt) = adt + bdt3. (7.2)

Scanning through the segments with calibration sources deployed at di↵erent z posi-

tion can also be used to calibrate the position reconstruction. The result of scanning

all segments with 137Cs single gammas demonstrated the e↵ectiveness this strategy.

7.4 ADC to Energy conversion

Because the trigger and ZLE thresholds are higher than the SPE signal light

collection, PROSPECT converts ADC integrals directly to reconstructed energy. The
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Figure 7: z(dt) curves extracted from “Hobbes e↵ect” ripples in corner-clipping muons dt
distributions.

9

Figure 7.5. (Left) The fitted function of the dt distribution. (Right) The z(dt)
functions of all segments, where blue (red) represents segments with Hamamatsu
(ET) PMTs.

calibration energy utilized for the ADC to energy conversion is the total visible energy

of the n-Li capture events. An advantage of calibrating the energy with n-Li events is

their localized PSD and energy range. The n-Li captures are selected based on time

coincidence between proton recoils caused by fast cosmogenic neutrons and delayed

hits in the PSD and energy range of n-Li captures. Besides, muons and cosmogenic

neutrons are constantly detected in the PROSPECT AD. Passive energy calibration

can be performed to ensure energy scale stability through the data acquisition period.

The total energy of a n-Li produced alpha particle and Triton is 4.78 MeV, which

is severely quenched due to the particles’ high dE/dx rate. The accurate quenched

energy of n-Li capture event is unknown. The initial ADC to energy conversion is

hence based on an assumed energy of 0.55 MeV. Further correction is made later

as the absolute energy scale is calibrated separately through gamma sources and

cosmogenic 12B calibrations.

The light collection of PMT channels decreases with increasing distance from

the source of scintillation light. This e↵ect is due to the light attenuation and leakage

when traveling through the scintillator in each segment. To quantify the attenuation

and correct the light collection of events with dependence on z positions, two variables
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of a segment’s light collection are defined as

R(dt) =
S1

S0
; S(dt) =

p
S1S0, (7.3)

where S1 and S0 are ADC integrals of two PMTs. A relative light transport e�ciency

from a source to each PMT channels is defined as

⌘0(dt) =
S(dt)

p
R(dt)

S(0)
p

R(0)
; ⌘1(dt) =

S(dt)
p

R(0)

S(0)
p

R(dt)
, (7.4)

where dt = 0 is defined as the time di↵erence of a light source at the segment center.

The fitted light transport e�ciency curve of all segments in the early data acquisition

time period is shown in Figure 7.6.
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Figure 14: Calculated light curves ⌘i for ET (red) and Hamamatsu (blue) PMTs. Same data
on linear and log y scales to emphasize small deviations from pure exponential.

16

Figure 7.6. The light transport e�ciency curve of all segments in log scale, where blue
(red) curve represents Hamamatsu (ET) PMTs. The curves show little deviations
from exponential function.

The ln(S1/S0) of each segment was found varying linearly with respect to dt,

as shown in Figure 7.7. The geometric mean is calculated with respect to dt, as shown

in Figure 7.8. The non-uniform ADC integral is corrected with the ADC to energy
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conversion factors

g0 =
Sp
REn

; g1 =
S
p

R

En
, (7.5)

where En is the presumed n-Li visible energy. These factors are unique for each

channel at di↵erent times, ensuring consistent energy scale at all positions and times in

the PROSPECT AD. However, because of the inevitable variation of photo statistics

at di↵erent location, the resolution of reconstructed energy needs further correction.

20− 0 20
segment 72 dt [ns]

2−

1−

0

1

20
/S 1

ln
 S

Figure 12: ln R signal ratio versus dt for segment 72. Red line is a linear fit; magenta is the
cubic polynomial used in this analysis.

positions reconstructed from the light and timing curves will be slightly o↵, but energy
reconstruction uniformity should be good across the cell. Future analysis tying the z(dt)
curve to a more precise reference can be incorporated into these light curves at a later date.

5.1 Results

The P2x program ControlScripts/Update CalDB LightCurves.cc pulls the R and S curves
from the plugin analysis output, and puts the calculated ⌘i into the calibration database.
Figure 14 shows the ⌘i curves for all PMTs, colored by ET and Hamamatsu segments. The
data is taken from WetCommissioning/series019, approximately one day of reactor-on run-
ning towards the end of our unblinded commissioning data. The ET segments show a wider
spread of variation (perhaps less consistent photocathode uniformity) than the Hamamatsu,
which are generally grouped within a few percent spread.

6 Gain stabilization

The n+6Li capture peak signal in the DetPulse data is used to provide a “standard candle”
reference for scaling out overall changes in system response (folding together scintillator light
output and electronics gain). The absolute energy scale (where to fix the neutron capture

14

Figure 7.7. The ln(S1/S0) varies with respect to dt of a randomly selected segment,
where the red line is a linear fit; the pink line is the cubic polynomial used in this
analysis.

The SPE conversion between ADC and PE number was studied with OCS

calibrations when the gain of each channel was set higher than the regular data

taking configuration to cover single PE energy range. By comparing the average ADC

integrals of single PE and n-Li total energy, an MeV/PE photostatistic conversion can

be made as shown in Figure 7.9 This photostatistical conversion is used to quantify the

e↵ective PE amount of data acquisition runs with regular gain setting, and monitor

the stability of energy resolution.
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Figure 13: Neutron capture band signals versus dt for segment 72, with quadratic fit in red
to magenta TProfile.

peak signal) is determined from source calibrations, not described in this note. Combining
the light ratio R = S1/S0 at cell center from the fit in Figure 12 with the neutron capture
signal at cell center S =

p
S0S1 fit in Figure 13 gives the gain calibration factor for each

PMT:

g0 ⌘ Sp
REn

, g1 ⌘
S
p

R

En

where En is the visible energy of the neutron capture peak (⇠ 0.55 MeVee), and gi is the
gain stabilization factor in signal/MeVee at cell center for each PMT. Figure 15 shows the
calculated gain factor over time for a representative segment. Most segments show a similar
long-term pattern of decreasing signal; analysis of SPE runs in DocDB 2300 suggests that
the actual light production and transport (hence resolution performance) is not decreasing
like this; rather, these may be PMT burn-in gain shifts. The gain factor entered into the
calibration database is derived from an interpolated smoothed average (with median filtering
for outlier rejection) of individual run measurements, avoiding issues with fit statistics in
short runs (such as source calibrations).

15

Figure 7.8. The geometric mean of n-Li events are saved for each event with
dependence on dt. The total collected signal at the center of a segment is the
minimum.

T.J. Langford - Yale University Date/Seminar

• Low-intensity OCS data, PMTs at 3e6 gain 

• Extract OCS integrals for each PMT, fit with 0,1,2PE curve

• Non-zero pedestal, still under investigation, currently ignored

• Determine SPE mean for each PMT, use to convert DetPulse 
integrals to PE

 3

SPE Data at 3e6

1.3 SPE

Using nominal SPE = 60 ADC

In [ ]: spe = 60

In [10]: file_name = '/Users/langford/Desktop/AD/s011_f00001_OCS.h5'

In [11]: with tables.open_file(file_name) as f:
t = f.root.DetPulse
arr = t.read_where('a<200')

In [12]: for i in range(0,308,10):
hist(arr['a'][arr['det']==i], bins=100, range=(-50,200), histtype='step');

xlabel('ADC Integral');ylabel('Counts');

In [13]: def two_pe(x, a0, sigma0, mu0, sigma, mu, a1, a2):
return a0*exp(-((x-mu0)**2)/(2*sigma0**2)) + a1*exp(-((x-mu)**2)/(2*sigma**2)) + a2*exp(-((x-2*mu)**2)/(2*(2*sigma)**2))

In [14]: tmp = arr['a'][arr['det']==102]

blh = probfit.BinnedLH(two_pe, tmp, bins=40, bound=(-10, 160), use_w2=True)
m = iminuit.Minuit(blh, a0=.025, sigma0=10, mu0=5, sigma=20, mu=60, a1=.01, a2=.002,

error_a0=.001, error_sigma0=1, error_mu0=1, error_sigma=5, error_mu=10, error_a1=.002, error_a2=.005)
m.migrad()
blh.draw(m);

2

In [ ]: spe = zeros(308)
spe_eb = zeros(308)
for i in range(0, 308):

tmp = arr['a'][arr['det']==i]

blh = probfit.BinnedLH(two_pe, tmp, bins=40, bound=(-10, 160), use_w2=True)
m = iminuit.Minuit(blh, a0=.025, sigma0=10, mu0=5, sigma=20, mu=60, a1=.01, a2=.002,

error_a0=.001, error_sigma0=1, error_mu0=1, error_sigma=5, error_mu=10, error_a1=.002, error_a2=.005,
print_level=0)

m.migrad()
spe[i] = m.values['mu']
spe_eb[i] = m.errors['mu']

# blh.draw(m);

In [54]: errorbar(x=range(308), y=spe, yerr=spe_eb, marker='.', linestyle='None')
# ylim(50,60);
xlabel('Channel');ylabel('Fitted SPE')

Out[54]: Text(0,0.5,'Fitted SPE')

3
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March

Figure 7.9. (Left) The distribution of ADC integrals of single and double PE.
(Right) The distribution of PE amounts of n-Li capture with presumed 0.55 MeV,
suggesting ⇠790 PE/MeV photostatistics.

7.5 PSD Calibration

Because of the non-uniform light collection along the z-direction, PSD values

of events at di↵erent position are inconsistent. Correction of PSD values with respect

to �t is made with a simplified function

n(dt) = g + d exp k�t, (7.6)
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where g, d and k position correction and scale factors. This function has been demon-

strated in the PSD stability tracking.
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CHAPTER 8

ABSOLUTE ENERGY SCALE CALIBRATION

The reactor neutrino spectrum measurement of PROSPECT relies on correct

reconstruction of IBD prompt positron energy of IBD events. The absolute energy

scale ought to be precisely calibrated for this physics goal.

The reconstructed energy with the PROSPECT AD is naturally di↵erent from

the energy deposited by particles because of energy loss, light leakage, imperfection

of detector components, and nonlinear e↵ects. Most of these e↵ects are simulated

with PG4. It is vital to characterize the detector response with correctly simulated

detector structure, nonlinearity of energy response and energy resolution to

• Supply an accurate nonlinear detector response model to the MC.

• Quantify the systematic uncertainty in energy response.

In the absolute energy scale calibration, gamma sources, neutron sources cal-

ibration and ambient data calibration were used to characterize the absolute detec-

tor response, including nonlinearity contributed by the Birks’ law quenching and

Cherenkov radiation of scintillator, and absolute energy scale adjustments necessi-

tated by the low level calibration presumption of n-Li visible energy (described in

Chapter 7). The corrected n-Li visible energy was re-calibrated based on the adjust-

ment, while the stability of event reconstruction were also validated.

In addition, necessary detector geometry corrections were implemented, re-

spect to physical measurements on detector material and dimensions to enhance

data-MC agreement in gamma collection. At last, the combined fit of all calibra-

tion data to PG4’s MC simulation was made to constrain the energy resolution and
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nonlinearity model. This model, along with reactor neutrino production models, is

used to produce a predicted IBD prompt energy spectrum from HFIR.

This energy scale was thoroughly studied in this thesis research, as it is vital

for PROSPECT’s neutrino spectrum reconstruction. In this study, the PG4 feature

simulating nonlinearity e↵ects is a new method for energy scale calibration in a seg-

mented detector. I led this essential calibration work for the experiment to ensure a

precise modeling of the PROSPECT’s reactor neutrino spectrum.

8.1 Energy Scale Calibrations Activities

Three calibration campaigns were organized in 2018 to characterize the detec-

tor energy response. The sources used in each campaign are listed in Table 8.1. Each

radioactive source is sealed in an aluminum capsule, then inserted through a PTFE

calibration tube by a timing belt and deployed at the center of the PLA rods along

z-axis. The positions of PLA rods where energy calibration sources were deployed

are shown in Figure 8.1. Once in position, each gamma calibration run lasted for 10

minutes. Most of the 252Cf and AmBe neutron calibration run lasted for more than

one hour because of lower activity in these sources. Several hours of background data

were taken within 24 hours of each calibration activity, when the PROSPECT AD

ran with identical gain setting with the corresponding calibration run and without

deployments of calibration sources. All calibration campaigns were conducted during

reactor-o↵ period to avoid reactor correlated gammas and neutrons.

During data acquisition, the trigger threshold of each individual PMT chan-

nel, referred to as the ZLE thresholds, were set to reduce the electronic noise and low

energy backgrounds in collected by each PMT. The ZLE threshold is a pulse height

threshold that requires signal pulses read by PMTs to exceed a specific pulse height.

Only the pulses whose height is above the ZLE threshold are recorded in the DAQ
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Table 8.1. Calibration source utilized

Source Decay Type Energy[MeV] Time in 2018

137Cs �� 0.662 (de-excitation �) Apr, Aug, Dec

22Na �+ 1.274 (de-excitation �) +

2 ⇥ 0.511 (annihilation �)

Apr, Aug, Dec

60Co �� 1.17 + 1.33 de-excitation � Apr, Aug, Dec

252Cf SF 2.223 (n-H capture de-

excitation �)

May, Aug, Dec

AmBe 9Be(↵, n)12C 4.4 MeV de-excitation �,

⇠1 MeV nucleon recoil

Dec

12B �� 3 MeV to 13.4 MeV Ambient data

storage. During gamma and neutron calibrations, the ZLE thresholds were 10 and

20 ADC channels respectively, which is equivalent to 40 to 80 keV. The light col-

lection varies throughout the PROSPECT AD because of the non-uniformity of the

LS attenuation length and light yield e�ciency at di↵erent positions in the detector.

In addition, PMT gain and scintillation light yield of PROSPECT AD also depen-

dent on time in PROSPECT AD. Thus, the ZLE threshold can induce non-uniform

reconstructed energy scale based on the position and time of the incident particle.

A 90 keV detector-wide ‘analysis ZLE threshold’ is introduced to exclude segment

hits whose reconstructed energies are lower than 90 keV. This analysis ZLE thresh-

old resolves the non-uniformity of lower energy reconstruction that is caused by the

time and position dependent event selection e�ciency. To unpack and analyze the

calibration data, the PROSPECT-2x (P2x) analysis package is used to reconstruct

the gamma energy of clusters in the full detector and the Compton scattering energy



99

Na
Cs

Co

Cf

Na

Cs
Co

Cf

Na

Cs
Co

Cf
AmBe

Figure 8.1. Positions of the PLA rods where specific radioactive source was deployed
for energy scale calibrations. In this study, each source was deployed at the center of
the corresponding PLA rods along z-axis. (Top) Source locations of 2018 April and
May calibrations. (Middle) Source locations of 2018 August calibrations. (Bottom)
Source locations of 2018 December calibrations.

deposited in single segments. Once again, the reconstructed energy is the summed

energy of all hits in an cluster that passed the analysis ZLE threshold.
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The reconstructed energy resolution is highly dependent on the photostatistics

of events. Therefore, the energy resolution varies with respect to the non-uniformity

of light collection among segments and evolve during the data acquisition period. In

data unpacking and analysis, each hit of a cluster is artificially smeared based on the

lowest photostatistics dataset in the sample, 325 PE/MeV, as shown in Figure 8.2.

03/02/18 05/02/18 07/02/18 08/31/18 10/31/18 
Calibration date

300

350

400

450

500

550

PE
/M

eV
 a

t c
el

l-c
en

te
r

Figure 8.2. PE per MeV tracked through the total data acquisition period. The fitted
function suggests 346±17 PE/MeV at the end of the period.

The reconstructed energy of each event is smeared based on the calibrated

e↵ective PE/MeV factor characterized with cosmogenic neutrons captured by 6Li

in each run. Every hit is smeared with a factor randomly chosen from a Gaussian

distribution, whose standard deviation is defined as

� = E ·
r

1

k
� 1

n
, (8.1)

where k is the target PE/MeV factor and n is the measured PE/MeV factor.

In a summary, an event energy is reconstructed with an additional threshold

and randomized resolution correction. The purpose of these two additional adjust-

ments is to eliminate the energy scale and resolution’s dependence on events’ time
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and position.

8.2 Calibration Event Reconstruction

For gamma source calibration, 137Cs, 22Na and 60Co sources were deployed.

The gamma-like events are selected within the 3� range of the mean PSD value

for gammas and electrons. Background events were analyzed with the background

data described in Section 8.1. The selection of background events is identical to the

selection gamma calibration event.

The time coincidence between prompt and delayed �-rays is searched to select

the n-H capture gamma energy. The prompt �-rays (3 MeV to 15 MeV) are emitted

from the 252Cf fission reaction, while the delayed � ray is the 2.22 MeV de-excitation

� from the n-H capture interaction. Using PSD distribution bands, �-ray-like events

within 0 to 200 µs after the prompt � signal were tagged as 252Cf correlated � events,

while the events -1200 to -200 µs before prompt � are accidental. The n-H � spectrum

is measured by subtracting the correlated events in background data. The calibration

spectra is shown in Figure 8.3.

The number of gammas generated by the decay of each calibration source, as

well as the energy of each produced gamma ray are di↵erent. As a result, di↵er-

ent gamma calibration source generate �-rays that deposit energy in di↵erent num-

ber of segments. The number of segments hit by a cluster (multiplicity) in the full

PROSPECT detector is a critical variable that a↵ects the reconstructed energy, be-

cause of its correlation with the energy loss caused by the dead volume and segment a

particle traveled through. The multiplicity of the calibration gamma rays are shown

in Figure 8.4. The correlation between a cluster’s multiplicity and energy is detailed

in Section 8.4.

The 12B are mainly produced by cosmogenic neutrons with 12C(n, p)12B inter-
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Figure 8.3. The gamma spectra reconstructed with the full PROSPECT AD from
calibration sources: (a) 137Cs, (b) 22Na, (c) 60Co, (d) n-H capture gamma from
252Cf.

actions, whose cross-section is ⇠ 0.01 barn. Because the � energy distribution covers

a similar range as the IBD prompt energy, 12B is a valuable calibration source to

characterize the reconstructed energy scale for an IBD prompt event’s energy. To se-

lect 12B events in PROSPECT, the time coincidence between a prompt neutron recoil

signal and a delayed � signal. The prompt and delayed signal are also required to be

adjacent. A prompt signal is a single-segment hit with neutron-like PSD in the energy

ranging from 0.7 MeVee to 10 MeVee. A delayed signal has gamma-like PSD with

energy less than 15 MeV and multiplicity < 3 . The �t between the prompt recoil

and the delayed electron events is the range of (3, 30) ms to exclude neutron capture

events. All delayed events are required to be < 12 cm from the prompt events. The

lifetime of 12B was measured as 28.8 ± 0.6 ms, agreed with the nominal 29.14 ms life-

time recorded in the ENSDF database, as shown in Figure 8.5. The prompt to delay
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Figure 8.4. The segment hit multiplicity of gamma clusters from calibration sources:
(a) 137Cs, (b) 22Na, (c) 60Co, (d) n-H capture gamma from 252Cf.

distance is fitted with a Gaussian function whose the best fit standard deviation �d =

2.91 cm. The value of prompt and delay proximity cut, �z < 12 cm, is set to mini-

mize time variation of event selection e�ciency, because the position resolution of the

detector evolves with time. In 73 days reactor o↵ data acquisition, there are ⇠ 35300

12B beta counted in PROSPECT AD with S:B=0.87. The reconstructed spectrum

of 12B electrons is shown in Figure 8.5. Because of the short traveling distance of

MeV-scale betas, 12B events are dominated by beta particles with multiplicities equal

to one.

The AmBe calibration source is a composite neutron source, where the ↵

emitted from 241Am interacts with 9Be through

↵ +9 Be ! n +12 C + 4.4MeV (8.2)
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Figure 8.5. The observed of 12B spectrum in PROSPECT. (a) The delay-prompt time
di↵erence of 12B candidates (b)The delay-prompt distance of 12B candidates. (c)
The reconstructed 12B spectrum. (d) The 12B signal spectrum (pink) compared to
the background spectrum (blue).

with a 4.4 MeV single energy gamma emission. Although the AmBe calibration data

was not included in the data of PROSPECT’s neutrino spectrum measurement, the

4.4 MeV gamma is a good cross check for PROSPECT to show its capability to

reconstruct particles in the 4 MeV to 6 MeV energy range, where the IBD prompt

spectrum distortion was found. The single energy gamma is selected based on the

time coincidence between the gamma-like prompt signal and the delayed n-Li capture

signal using the discrimination with PSD. A challenge in the AmBe event selection

is that the neutron produced from ↵-Be collision has a 1 MeV scale kinetic energy,

causing non-negligible signal mixing of the gamma and proton recoil in the prompt

event cluster. Therefore, the exclusion of proton recoil from the prompt cluster is
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necessary to purify reconstructed spectrum of the prompt 4.4 MeV gamma. The

energy spectrum of the AmBe gamma is shown in Figure 8.6.

8.3 Monte-Carlo Simulation of Calibrations

The purpose of comparing calibration data to MC simulation is to characterize

the detector energy response and produce PROSPECT’s expected IBD spectrum. The

di↵erence between the deposited energy and the reconstructed energy is the result

of multiple physical e↵ects in the PROSPECT AD. The Birks’ quenching e↵ect and

the Cherenkov radiation can cause nonlinear energy reconstruction. Dead volume

in the detector contributed by the optical grid also a↵ects the reconstructed energy

with gamma leakage and energy loss. In addition, there are relative energy scale

di↵erences among segments that are caused by non-uniformity of LS and segment

volume. The resolution of reconstructed energy is dominated by the photostatistics

of LS. To eliminate the time dependence of the energy resolution, both data and MC

events’ energies are smeared with respect to the poorest energy resolution (lowest

PE/MeV) found during the production data and throughout the detector.

In PG4 simulation, the Birk’s constant, kB1 and kB2, the detection e�ciency

of Cherenkov light kC , and a absolute energy scale A are the terms used to quantify

the energy nonlinearity model and the energy scale. The MC reconstructed energy is

EMC =
stepsX

i

A(Equench,i(kB1, kB2) + ECkov,i(kc)), (8.3)

where Equench,i(kB1, kB2) is the e↵ective quenched energy whose magnitude is deter-

mined by the Birks’ constants, and ECkov,i(kc) is the e↵ective Cherenkov radiation’s

contribution to the reconstructed energy.

The nonlinearity caused by the ZLE threshold, detector geometry, and other

e↵ects are also described in this section.

8.3.1 Nonlinearity Factors. The nonlinear energy response of 6LiLS is mainly
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Figure 8.6. (a) and (b) The PSD distribution of all hits detected in the AmBe
calibration and simulation, where the gamma PSD distribution is distorted because
of the mixing of gamma and prompt proton recoil from the Be(↵, n)C interaction.
(c) The best fit neutron life time of be AmBe data equals to 49.7 ns. (d) The
reconstructed energy of the AmBe prompt events without the exclusion of prompt
recoil-like hits. (e) The reconstructed energy of the AmBe gamma after strict
exclusion of prompt recoil-like hits.
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the result of the Birks0 quenching and Cherenkov radiation. The Birks’ quenching

constants kB1 and kB2 are user defined parameters to model the unique quenching

e↵ect for PROSPECT. In Eq. 6.1 and 6.3 in Chapter 6, PG4 simulates the quenching

e↵ect by multiplying the energy di↵erence in between G4Steps with a Birks’ factor:

Equench =
stepsX

i

dEi
dx

1 + kB1
dEi
dx + kB2(

dEi
dx )2

. (8.4)

The nonzero value of kB1 reduces the reconstructed energy of lower energy events,

as illustrated in Figure 8.7. Although kB2’s e↵ect is negligible in higher energy, it

is capable of a↵ecting particle segment-hit multiplicity through its ability to quench

more lower energy events below the 90 keV threshold, as shown in Figure 8.8.

1 1.2 1.4 1.6 1.8 2 2.2
E [MeV]

0

5000

10000

15000

Figure 8.7. The MC quenched energy a↵ected by di↵erent kB1 values. (red: kB2 =
0.124 mm/MeV, blue: kB2 = 0.132 mm/MeV, green: kB2 = 0.140 mm/MeV)

According to Chapter 6, the number of photon generated along the particle

track is expressed as

d2N

dxd�
=

2⇡↵z2

�

✓
1 � 1

�2n2(�)

◆
, (8.5)

where N is number of photons, ↵ is the fine structure constant, z is the particle’s

electric charge, � is the speed of the particle and n(�) is index of refraction. Although

most Cherenkov light is in the Ultraviolet (UV) wavelength range, the LS is able to

absorb and re-emit it to VIS range with currently unknown e�ciency. Therefore,
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Figure 8.8. The MC quenching induced by kB2. (a) The energy distribution of 22Na
simulation a↵ected by kB2. (b) The 22Na cell-hit multiplicity a↵ected by kB2. (red:
kB2 = 0.015 mm/MeV, blue: kB2 = 0.023 mm/MeV, green: kB2 = 0.031 mm/MeV)

Cherenkov photons can be collected in addition to the scintillation light from high

energy incident charged particles and increase reconstructed energy. To simplify the

MC simulation, the additional light emitted from the Cherenkov radiation is added

to the reconstructed energy as the summed energy of detected Cherenkov photons,

Eckov = kc

X

�

N�E�, (8.6)

where N� is number of photons per wavelength calculated by summing the number

of Cherenkov photons in all G4Steps. The LS’s index of refraction and transmission

spectrum are assumed to be constant for wavelengths in 200-700 nm range. The

e↵ective light collection e�ciency of Cherenkov photons, kC , can be adjusted to model

the e↵ect of Cherenkov radiation on reconstructed energy. The particle energy loss

due to Cherenkov radiation is negligible. Figure 8.9 shows di↵erent kC values a↵ecting

the n-H capture spectrum.

8.3.2 Energy Resolution. The reconstructed energy resolution is a function of

energy:

�

E
=

r
a2 +

b2

E
+

c2

E2
, (8.7)

where a is a↵ected by the detector geometry, b is based on the photostatistics (PE/MeV)

and c represents the quantum e�ciency of PMTs. This energy dependent resolution
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Figure 8.9. The MC Cherenkov radiation e↵ect induced by kC . (green: kC = 30%,
blue: kC = 35%, red: kC = 40%)

function is widely used in evaluating the LS detectors’ energy resolutions. However,

the PROSPECT AD’s energy resolution is mainly a↵ected by the energy resolution

smearing of all hits and the low energy hit exclusion from multi-hit clusters caused by

the ZLE threshold. The energy resolution characterized with the gamma calibration

sources was not applied to the energy spectrum analysis.

8.3.3 Other Energy Scale Factors. The reconstructed energy scale was initially

based on the presumption that the reconstructed n-Li capture energy is 0.55 MeVee

in detector. The deviation of the true electron equivalent energy to this estimation

can induce a constant energy scale bias throughout the all energy. This absolute

energy scale A, as a fitting parameter, was searched for best fit value simultaneously

with other nonlinearity factors. The MINUIT �2 minimization method [91] is used

to freely change A until the �2 between data and MC is minimized.

To ensure precise delta vs. MC comparisons, the ZLE threshold was simulated

in the P2x data analysis package by converting the MC energy deposit in MC to pulse

with respect to the ADC/PE ratio, as described in Chapter 6. The 90 keV analysis
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ZLE threshold is then applied to the calibration MC using same P2x analysis program.

8.3.4 Detector Geometry Simulation. The di↵erence between the simulated

detector geometry and the PROSPECT AD could lead to a disagreement in energy

loss and gamma leakage between MC and data. The reconstructed energy of a multi-

hit cluster is a↵ected by the separator thickness, the PLA rods’ size, and all dead

volume contributing materials in the detector. In this work, PG4’s detector structure

was simulated with detailed adjustments based on the actual design and measure-

ments of the PROSPECT AD, including the thickness and chemical composition of

separators, the PLA rods’ dimensions, the structure of calibration system, the den-

sity and mixture of the LS and calibration capsule properties. PG4 simulated energy

spectra with and without detailed detector structural match are shown in Figure 8.10

E (MeV)

C
ou

nt

Figure 8.10. An example showing two 22Na spectra simulated with PG4 with (pink)
and without (blue) detailed detector structural match.

Among these detector properties, the thickness of separators plays a non-

negligible role in event energy loss. The thickness and uncertainty of the separator is

1.18 ± 0.05 mm, which is described in Reference [80].
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Figure 8.11. An example showing the thickness of separators a↵ecting the energy loss
on the spectrum.

The uncertainties of the detector components’ dimensions played a negligible

role in energy loss. In Figure 8.12, with exaggerated variation within 0.25 mm, the

PLA rods’ wall thickness does not cause visible change to the reconstructed energy

scale.

E [MeV]
1 1.5 20

5000

10000

15000

Figure 8.12. A simulated example showing the thickness of PLA rods0 negligible e↵ect
on the energy loss. (blue: 12.1 mm; red: 12.2 mm; green: 12.3 mm; pink: 12.4
mm; yellow: 12.5 mm)

8.3.5 Calibration Input Model. The input model of radioactive calibrations
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was based on the decay branchings saved in the ENSDF database. Each gamma

calibration was simulated with one million decays for every nonlinearity model gen-

erated, which is comparable to the actual count of gammas produced in calibrations.

The branching information and energy levels of 12B decay are extracted from refer-

ence [92]. We generated 10 million 12B decays in simulation, which is considerably

more statistics than data collected. During data vs. MC comparison, the ⇠1% energy

scale uncertainty of the 12B input spectrum was taken into consideration by pulling in

the energy scale of the predicted 12B spectrum in 1%. The uncertainty in 12B decay

branching fractions are negligible.

Considering the gamma energy loss by the finite detector volume, the simulated

calibration source location is at the same reconstructed source location from actual

calibration data.

8.4 Data vs. Monte-Carlo Comparison

The MC energy spectra and gamma multiplicities were compared to calibration

data through �2 tests. Calibration runs were simulated with PG4 while a variety of

parameters, kB1, kB2 and kC were float to search for the best fit nonlinearity model,

as described in section 8.3.1. The MC files were converted to pulses and processed

through a similar analysis loop as the actual calibration data, including the energy-

pulse conversion described in Chapter 6. The event based smearing and the analysis

ZLE thresholds were also applied. The data vs. MC comparison was made with a

similar detector configuration, including the same dead channels, comparable event

rate, and same size of fiducial volumes. Then, the analyzed MC calibration spectra

were scaled with a constant energy scale A. Taking both MC’s and data’s statistical

uncertainties into consideration, the �2 of each comparison is expressed as:

�2 =
X

i

(Oi � WEi)2

�2
O + W 2�2

E

, (8.8)

where O and E represent data and MC respectively, W is the normalization factor
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of MC spectrum or multiplicity, and �O and �E are the statistical uncertainties of

data and MC. To find the best fit detector response model, the combined �2 value is

defined as

�2
data�MC =

X

�

�2
� +

X

multi

�2
multi + �2

12B, (8.9)

where
P

� �2
� is the summed �2 of gamma energy spectra,

P
multi �

2
multi is the summed

�2 of gamma multiplicity, and �2
12B is calculated by data-MC comparison of the 12B

beta spectrum. The MINUIT �2
data�MC minimization method was utilized to find the

best fit four parameters.

The �2 value is minimized with data-MC comparison of full-detector recon-

structed energy spectra and gamma multiplicity. The best-fit model was then cross-

checked with the energy measured with single detector segments that are most adja-

cent to the calibration sources, which is mostly a↵ected by the LS light yield.

8.4.1 Full Detector Spectrum Comparison. The full detector reconstructed

energy spectrum is the summed energy a particle cluster. The energy resolution

and nonlinearity a↵ected the full detector energy spectrum not only through energy

scale, but also through segment-hit multiplicity, for di↵erent quenching coe�cients

can reserve or reject hits through the 90 keV threshold of single cell measured energy.

To simplify the modeling of the detector response, the Birks0 constants kB1 and

kB2 in Eq. 6.1 and the detection e�ciency of Cherenkov photons kC were adjusted

freely to search the best-fit detector response model with the data. Massive calibration

simulations were made with 1000 combinations of kB1, kB2, and kC . Because of the

variety of sources, each combination of parameters requires five simulations with

an individual calibration source simulated. The 1000-combination parameter search

is limited by computer resources and time available. Therefore, to search for the

best fit parameters, four to five levels of narrowing down the range of the covered

parameter space is necessary. As a result, searching the best fit parameters with
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substantial precision took approximately 50000 computer hours. The final parameter

search was in the range (0.104, 0.144) mm/MeV for kB1 with 0.004 mm/MeV steps,

(0.0011, 0.051) mm/MeV for kB2 with 0.004 mm/MeV steps and (29, 49)% for kC

with 2% steps.

For the e�ciency of massive comparisons, the range of gamma spectrum com-

parison were defined automatically in software. A custom program was used to search

Gaussian-like distributions in the energy spectrum. The range of the fitting is the

3� range of the tagged peaks. In the case of 22Na calibration, where the distribution

contains two peaks, the range is from the lower limit of the lower energy peak and

the upper limit of the higher energy peak. For multiplicity, the range of comparison

is from 1 to 10. For 12B comparison, the range of fitting is 3 MeV to 13.5 MeV.

Figure 8.13 shows the full detector calibration spectra comparison best-fit

model, where �2/NDF = 581.5/420 with the parameters: kB1 = 0.132 ± 0.004

mm/MeV, kB2 = 0.023 ± 0.004 mm/MeV kC = 37 ± 2%, with an absolute energy

scale of A = 100.26 ± 0.46%. There were �2/NDF = 205.9/60 contributed by the

multiplicity fitting. The data-MC energy spectra comparison of the best-fit model is

shown in Figure 8.13, and the multiplicity comparison is shown in Figure 8.14.

The �2 distributions dependent on combinations of kB1 and kB2, kB1 and

kC , and kB2 and kC are shown in Figure 8.15. The nonlinearity parameters shown

are correlated. At this current stage, the correlations among the parameters is not

studied. As a result, the uncertainty calculated covers all parameter sets in the 1-�

range of each individual parameter.

8.4.2 Single Cell Spectrum Comparison. The calibration energy spectra

measured by single segments of the PROSPECT AD are independent from the energy

loss caused by detector dead volume and the analysis ZLE threshold’s low energy hit
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(e) Full detector MC-data for 12B spectrum.

Figure 8.13. The full detector calibration energy spectra data vs. MC. comparison,
with statistical errors only. (red: MC, blue: data) (a) 137Cs, (b) 22Na, (c) 60Co,
(d) n-H capture gamma from 252Cf.

exclusion. The data and MC agreement in single-segment reconstructed energy is a

valuable cross-check to the full-detector best fit model. The cross-check is to compare

the reconstructed and simulated Compton scattering energy spectrum measured by

the single segments that are most adjacent to the calibration sources.
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Figure 8.14. Data vs. MC comparisons multiplicity distributions of gamma calibra-
tions. (red: MC, blue: Data) (a) 137Cs, (b) 22Na, (c) 60Co, (d) n-H capture gamma
from 252Cf.

Each source has four most adjacent segments. To reduce the systematic dif-

ferences of energy scale between segments, the gamma spectra from four segments

were averaged. For gamma radioactive calibrations, the range of fitting is from 0.3

MeV to the ends of the spectra. The range of fitting of the gamma spectrum from

n-H capture was 1.5 MeV to 2.3 MeV. In single cell comparison, we compare only the

single hit 12B electron energy spectrum. The range of fitting for the 12B spectrum is

3 to 13.5 MeV. To simplify the fitting, the MC spectra were normalized to data based

on the spectral integral in the range of interest. �2 comparison of each calibration

spectrum was made between data and a best fit MC. Then, the summed �2 of all

comparisons was evaluated.

The data vs. MC comparisons with full detector best fits are shown in Figure
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Figure 8.15. �2 distribution with respect to the values of the nonlinearity parameters.
(a) �2 distribution dependent on kB1 and kC . (b) �2 distribution dependent on kB1

and kB2. (c) �2 distribution dependent on kB2 and kC .

8.16. The summed �2/NDF = 1003.29/584 with the parameters of the nonlinearity

model obtained in the full-detector fitting in Section 8.4.1. The average energy shift

is A = 100.30%. The single segment data vs. MC comparison demonstrated the

best fit energy scale factors are compatible with the single LS volume reconstructed

Compton scattering energy.

8.4.3 Agreements Among Di↵erent Calibration Campaigns. The energy

scale model discussed in Subsection 8.4.1 was found with combined fitting of gamma

calibrations taken in April 2018, neutron calibration performed in May 2018 and

12B for the first neutrino spectrum analysis. Ideally, this model is expected to be

compatible with other calibration campaigns with the same detector and calibration

configurations within the energy scale uncertainty. Additional MC vs data compar-
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Figure 8.16. The best fit results applied to single-segment data vs. MC comparison.
(a) 137Cs, (b) 22Na, (c) 60Co, (d) n-H capture gamma from 252Cf, (e)12B.

isons were made by comparing calibration spectra and multiplicities of the August

and December calibrations. When the MC is compared to data, the nonlinearity

parameters were fixed to the best fit values found with the April calibration. This is

a powerful cross-check to ensure the best fit detector response model is able to find
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good agreement with data independent of time and detector configuration.

The August calibration data was collected with calibration sources deployed

at di↵erent locations inside the detector to maximize the number of functional seg-

ments close to the sources. Similar to the April calibration campaign, the energy scale

calibration is organized to deploy only one source in the detector for each calibration.

However, one gamma source was possibly left in the volume between the active de-

tector and shielding, shown in Figure 8.17. The contamination from the additional

Figure 8.17. The event distribution of gamma event clusters, there is a secondary
hot spot indicating another source trapped in the volume between detector volume
and shielding.

gamma source can cause an unknown spectrum to be added to the calibration energy

spectrum. With a sampling window for each hit of 400 ns, and the time interval

between each hit within 20 ns, the overlapping of reconstructed energy from the ad-

ditional calibration source is rare due the sources’ radioactivity in 1 kBq scale. Hence,

the additional source can cause data and MC’s disagreement in spectrum shape and

multiplicity, but has minimum e↵ect on the energy scale.

The December calibration campaign was organized with same goal as the April

and August calibration, with the addition of the AmBe source described in the Sec-

tion 8.1. Although the 12B beta energy covers the range of 3 to 13.5 MeV, the
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AmBe 4.4 MeV single gamma is an additional powerful cross-check for PROSPECT

to demonstrate its energy scale precision in the critical range where the IBD positron

spectrum severely disagree with the Huber model. The best fit AmBe MC and data

is shown in Figure 8.18.
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Figure 8.18. AmBe reconstructed energy spectrum compared with the best fit MC.

As a result of the cross-campaign check with the calibrations taken at di↵erent

time in 2018, the ratio of reconstructed energy of the calibrations and simulations is

shown in Figure 8.19.

An additional cross-check was made to characterize the reconstructed energy

with respect to events with di↵erent multiplicities. Figure 8.20 shows the Erec/Emc

ratio of events with di↵erent multiplicities, in di↵erent calibrations in 2018. Despite

some of the multiplicity contains extremely small amount to events, the variation of

energy scale in di↵erent calibration is roughly within 1%.

8.5 Position Dependence of Energy Response

The energy response di↵ers at di↵erent positions in the detector due to gamma

energy leakage. The leakage usually causes coherent downward shifts of the energy

distribution. To quantify the energy variation caused by gamma leakage, gamma

sources were scanned through multiple PLA rods in the PROSPECT AD along the
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Figure 8.19. The discrepancy between April, August and December calibration energy
scale is within ⇠ 0.6% uncertainty. Data points of the August and December
calibrations are intentionally shifted for clearer illustration.

z-direction. The 22Na sources were used to perform this calibration. Event recon-

structions of the gamma rays are performed in di↵erent volume sizes in the detector,

as shown in Figure 8.21. The simulation of gamma leakage was tested by comparing

MC simulation to the calibration data for each volume size case. The comparisons

include the 22Na source deployed at the center of detector, near the edge of detector

along z and near the corner of detector on the x, y plane. The simulated stopping

power was also tested by comparing MC simulation to data with energy reconstruc-

tion in di↵erent sub-volumes of the detector. The one-ring and three-rings volume

cases are illustrated in Figure 8.21.

Figure 8.22 shows the results of the di↵erent volume comparisons. Su�cient

agreement of the energy distributions were found between data and MC. The data-

MC di↵erences of energy shift from center to edge are 8 ± 1 keV and 7 ± 1 keV for

sources at detector center and corner, respectively. Energy scales are also consistent
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Figure 8.20. Erec/Emc ratio vs. particle multiplicities in di↵erent calibration cam-
paigns in 2018. The statistical errors are shown in the figure. (a) April calibration,
(b) August calibration, (c) December calibration.

within the energy scale uncertainty in 1-ring and 3-ring data-MC comparisons. The

data-MC di↵erence of energy shifts of 1-ring and 3-ring reconstructions are 4± 1 keV

and 5 ± 1 keV for sources at detector center and corner, respectively. Therefore, a

⇠8 keV energy shift o↵set is considered as the uncertainty in the IBD annihilation �

leakage modelling

8.6 Energy Scale Stability

The energy scale stability is characterized by analyzing ambient neutron events,
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Figure 8.21. Example of di↵erent detector volume sizes within three layers (rings) of
segments containing the calibration sources. In the case shown in this figure, the
22Na source is deployed near one edge of the PROSPECT AD.

natural contaminant, and spiked 227Ac events.

8.6.1 BiPo Calibration. The � decay followed by the ↵ decay from the Bi!Po

decay chain (BiPo) has a similar time coincidence as IBD events. Alpha particles’

small range, highly quenched light yield and high PSD values make their signals stable

and easy to select in the PROSPECT AD. Thus, BiPo decay events are used to test the

stability of energy scale and resolution. There are two major decay chains involving

Bi!Po!Pb decays. The dominant branch seen in the PROSPECT detector is BiPo

from 222Rn, which is part of the 238U decay chain, a natural contaminant in most

particle detectors. The � and ↵ are create as:

214Bi ��! 214Po + e� + ⌫e ,
214Po ��! 210Pb + ↵. (8.10)

The 214Bi decay generates � particles with total energy of 3.275 MeV. The kinetic

energy of the ↵ particle produced in 214Po decay is 7.685 MeV in 99.99% of decays.
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Figure 8.22. (Top) Distribution of total reconstructed gamma energy produced from
22Na sources deployed at the center of PLA rods. (Bottom) Distribution of total
reconstructed gamma energy produced from 22Na sources deployed near one end
of a PMT.

The visible ↵ energy ⇠0.85 MeV. The other BiPo decay is a part of the 232Th decay

chain, also a natural contaminant of particle detectors.

212Bi ��! 212Po + e� + ⌫e ,
212Po ��! 208Pb + ↵, (8.11)

where the total � energy is 2.25 MeV with 9% probability accompanying with de-

excitation gamma ranging from 0.7 MeV to 1.8 MeV. The ↵ produced has 8.785 MeV

kinetic energy and ⇠1 MeV visible energy.

The stability of the reconstructed ↵ energy is the subject of the energy stability
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monitoring.

8.6.2 227Ac Calibration. The Rn-Po decay chain (RnPo) is a part of the decay

chain of 227Ac uniformly spiked in the 6LiLS. As shown in Figure 8.23, the RnPo

event consists of two coincident ↵ decays of 219Rn and 215Po. The 219Rn decays with

Q-value = 6.95 MeV, and generates on ↵ particle carrying the majority of the decay

energy and a de-excitation � ray with 0.27 MeV (10.8%) and 0.40 MeV (6.6%). The

215Po ↵ decays produce monoenergetic 7.39 MeV ↵ particle with 99.99% probability.

Figure 8.23. The decay chain involving the decays from 227Ac to the RnPo events.

8.6.3 Other Stability Monitoring. The 2.22 MeV gamma ray of n-H capture

events from the cosmogenic neutron background is also utilized as a long term moni-

tor of energy scale stability. The de-excitation gamma photons from n-H capture are
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selected based on time coincidence between proton recoils caused by fast cosmogenic

neutron and the delayed gamma hits. Another ubiquitous gamma source is an in-

trinsic contaminant of 208Tl uniformly distributed in the detector. The 208Tl � decay

produces 2.61 MeV gammas with 99.75% probability. 208Tl gammas are selected with

gamma-like PSD values with no coincident hits. Capture of reactor correlated neu-

trons in the experimental facilities also produces high-energy gammas. The edge of

the reactor correlated gamma spectrum is also monitored to test the detector energy

scale stability.

8.6.4 Quantifying the Stability. The 214Po, 212Po, and 215Po ↵ energies, as well

as the other single gamma energies are used to monitor the energy scale stability. The

energy scale stability for the 2018 reactor neutrino spectrum measurement is shown

in the top panel of Figure 8.24. The energy scale variation is within ±0.5% through

the full PROSPECT 2018 dataset. The reactor-on and -o↵ di↵erence in energy scale

is within ±0.2%.

8.7 Energy Resolution Stability

The energy resolution stability is characterized with the same calibration anal-

ysis as the energy scale stability study above. The energy distribution of 214Po, 212Po,

and 215Po ↵ hits, and the single gamma events are fitted with Gaussian functions to

quantify the standard deviation in each run. The stability of energy resolution is

shown in the upper-middle panel of Figure 8.24, indicating energy resolution stability

within ±5% and variation between reactor-on and -o↵ periods of ±2%.

8.8 Position Resolution Characterization

Position reconstruction is vital in IBD selection, for the variation of z position

resolution can cause a change in IBD detection e�ciency. BiPo and RnPo events are

utilized to characterize the stability of position reconstruction and position resolution.
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Figure 8.24. (Top) The reconstructed energy scale stability characterized by the BiPo
and RnPo ↵ energy, the gamma energies from the multiple sources. (Top-middle)
The energy resolution stability. (Bottom-middle) The RMS of reconstructed z
positions calculated from 214Po, 212Po, and 215Po ↵ decays. (Bottom) The prompt
and delayed �z of the RnPo ↵↵ decay.

Because the BiPo and RnPo events are uniformly distributed in the detector, the z

position distribution of various Po ↵ particles can be used to monitor the consistency

of z position reconstruction. Another advantage of the RnPo events is that their

vertexes of prompt and delayed signals are approximately at the same position, while

the mobility of the ↵ particles in the PROSPECT AD is on the scale of µm. Thus, the

distribution of prompt and delayed hit distances’ dz is used to quantify the position
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resolution along the segments. The z and �z distribution of produced ↵ particles

are shown in Figure 8.25. The �z distribution is fitted with Gaussian function to

search for the best fit standard deviation. The resolution of position reconstruction

is 49.9±0.1 mm.
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Figure 8.25. (Left) The reconstructed z distribution of Po produced ↵ particles in a
segment. (Right) The distribution of dz between prompt and delayed hits of RnPo
↵↵.

The stability of reconstructed position and position resolution is shown in

the bottom two panels in Figure 8.24. The variation of reconstructed position are

quantified by comparison the RMS of the z positions of 214Po, 212Po, and 215Po ↵ hits.

The RMS values exhibit stability within ±1.5% along the 1176 mm long segments,

which is equivalent to 2 cm variation. The position resolution calculated with �z

between two RnPo hits indicates 7% (3.5 mm) variation.

8.9 Reconstruction Di↵erences Among Segments

Because of ↵ particles’ small range of movement, a RnPo decay’s prompt and

delay signals are in a single segment. Hence, the spiked 227Ac is an ideal calibration

source to measure the relative segment volume di↵erence by counting the RnPo event

rate in each segment. The rate of RnPo events is shown in Figure 8.26, exhibiting

that RnPo rates in all segments vary within 2%.
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Figure 8.26. The rate of RnPo events in each segment.

The energy of the Po ↵ decays, as well as the reconstructed gamma energy of

137Cs gamma calibration throughout the detector, are compared among all segments.

The reconstructed energy distribution of the Po ↵ decays are fitted with a Gaussian

function to search for the best mean energy. The gamma energy of 137Cs detected

by each individual segment was compared to a MC template energy spectrum to

quantify the energy scale variation among all segments. The variation of energy scale

and resolution among segments are shown in Figure 8.27. All segments’ reconstructed

energies are uniform within ±1%. Energy resolution of each segment varies within

±5%.
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throughout the detector (magenta), and for 137Cs (red) source de-
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the text. All quantities are shown relative to the average of all points
in the dataset. All error bars represent statistical uncertainties.

that prompt and delayed clusters lie within identical or hori-
zontally/vertically adjacent Srec, with an added z-coincidence
requirement of 18 cm and 14 cm for coincidences in identical
or adjacent Srec, respectively. IBD candidates with the de-
layed cluster in a (0,+100) µs window around cosmic muon
clusters (Erec >15 MeV) or a (-200,+200) µs window around
other high-PSD pulses with Erec > 0.25 MeV are also re-
jected. These veto criteria result in a well determined inef-
ficiency between 5.5 % and 6.9 % during this data taking pe-
riod that varies due to contamination from time-varying �-ray
backgrounds [35]. Finally, IBD candidates with Srec in the
outermost layer of segments or Zrec within 14 cm of a cell end
are rejected.

The primary backgrounds to the PROSPECT �e mea-
surement are time-correlated signals from cosmogenic neu-
trons [28] and accidental coincidences of ambient �-ray fluxes
and nLi captures. Accidental coincidence rates during reactor-
on and reactor-off periods are calculated with little statistical
uncertainty using a �t selection of (-12,-2) ms. Cosmogenic
background rates and spectra are estimated by applying the
IBD selection to reactor-off data. The reactor-off correlated
event rate is adjusted by < 1 % to account for relative differ-
ences in atmospheric pressure, and thus cosmogenic fluxes,
between reactor-on and reactor-off datasets [36]; this factor is
determined via measurement and correlation of multiple cos-
mogenic event classes with local atmospheric pressure mea-
surements [37]. The resulting reactor-on cosmogenic neutron
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FIG. 2. Top: Accidentals-subtracted daily IBD-like candidates
(black) and calculated accidental coincidences (red). IBD candidate
event rates are corrected for time-dependent variations in detector
veto and livetime. Shaded regions correspond to reactor-on peri-
ods. The gap in reactor-off data points corresponds to a planned
period of detector maintenance and calibration. Bottom: Normal-
ized background-subtracted IBD event rate versus baseline. The data
is consistent with 1/r2 behavior. All error bars represent statistical
uncertainties.

background prediction is then conservatively assigned a 5 %
normalization uncertainty. Other time-correlated backgrounds
are expected to contribute < 1 % of the reactor-off sample.

Between prompt reconstructed energies (Erec,p) of 0.8 MeV
and 7.2 MeV the reactor-on dataset contains 56378 IBD can-
didates and an estimated 11580 ± 12 accidental coincidences,
yielding 44797 ± 238 correlated events. The correspond-
ing number of correlated background events in the reactor-off
data set is 19337 ± 153. Correlated background subtraction
yields 25461±283 detected IBDs (771/day), with a signal-to-
background ratio (S/B) of 2.20 and 1.32 for accidental and
correlated backgrounds, respectively. The correlated event
rate for (0.8 < Erec,p < 7.2) MeV as a function of time
and relative IBD detection rate versus baseline are shown in
Fig. 2. The difference in the correlated event rate between
reactor-off and -on periods indicates a clear detection of IBD
events above background. The expected 1/r2 variation in IBD
rate within the detector is also observed. Using the correlated
background rate averaged over the entire reactor-off period,
the transition to reactor-on operation using the �e signal alone
can be identified to 5� statistical significance within 2 hours.

To perform a differential test of oscillation-induced spec-
tral distortion, an IBD response model is generated for all
detector positions using PG4, a GEANT4-based [38] Monte
Carlo (MC) simulation package developed by the collabora-
tion. Accurate energy scale, non-linearity, and energy reso-
lution simulation are established via a simultaneous fit to the
energy spectra of 137Cs, 22Na, and 60Co center-deployed cali-

Figure 8.27. (Top) Energy scale variation among all segments. (Bottom) Energy
resolution variation among all segments.

8.10 Finalized Detector Response Model and Uncertainties for the IBD
Spectrum Analysis

According to Section 8.4, the energy non-linearity model was finalized based
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on the data vs MC comparison of the full detector reconstructed calibration gammas

and neutrons. The energy scale of the PROSPECT AD can be expressed as the ratio

of true energy to reconstructed energy of average particles from di↵erent calibrations,

Erec/Etrue, as shown in Figure 8.19. This figure indicates that, at lower energy, the

scale is able to vary ⇠ 0.6% from 1. This uncertainty is partially contributed by the

energy scale fluctuation caused by the uncertainty the nonlinearity model. Another

contributor, a 0.46% absolute uncertainty that is characterized with 12B data vs MC

comparison discussed below.

Data vs MC comparison of the 12B energy spectrum was used to demonstrate

the energy scale at higher energy, shown in Figure 8.28. The fractional residual calcu-

lated between data and MC was fitted with a straight line whose slope is the energy

scale di↵erence between data and MC. The best fit slope in Figure 8.28 indicates that

the energy scale of data and MC of the 12B beta spectrum di↵ers by 0.33 ± 0.46%.
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Figure 8.28. (a) Full detector MC-data comparison for the 12B spectrum. (b) The
fractional residual of 12B data and MC spectrum. The average residual of this
comparison indicates a 0.33± 0.46% energy scale di↵erence between data and MC.

The data vs. MC comparison of the 22Na gamma spectrum is a good way to

indicate the multi-particle event reconstruction capability of the PROSPECT AD, see

Figure 8.29. This comparison validates the PG4 model’s successful energy reconstruc-
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Figure 8.29. The data to MC comparison of the 22Na spectrum and residual of
comparison. (a) Full detector data-MC comparison for 22Na calibration. (b) The
residual of this comparison.

tion of the annihilation gammas. The gamma calibration sources supplied su�cient

amount of statistics, such that they contributed negligibly to the overall model un-

certainties. The 0.46% energy scale uncertainty and statistical uncertainty in the

12B spectrum smeared the �2 distribution during the quenching model search, thus

enlarging the uncertainty of the nonlinearity model. To be conservative, the 0.46%

energy scale uncertainty in 12B is treated as a systematic energy scale uncertainty.

The energy resolution in Figure 8.30 shows the resolution of each energy dis-

tribution of the calibrations, fitted with Function 8.7. The energy resolution at 1

MeV is 4.76%±0.2%. This result also validates the Gaussian smearing of all events’

energy with the resolution equivalent to 325 PE/MeV photostatistics (described in

Section 8.1).

The energy resolutions in the spectrum analysis are forced to be smeared to

match the poorest resolution measured in detector during data taking. The uncer-

tainty of the energy resolutions is thus quantified with the uncertainty of the poorest

measured photostatistics (325 ± 17 PE/MeV). This variation is consistent with the

run-to-run energy resolution di↵erence observed in the BiPo ↵ energy resolution.
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Figure 8.30. The energy resolution characterized with mean energies of each cal-
ibration fitted with the resolution function. The errors include both statistical
uncertainty and uncertainty of the nonlinearity model.

In conclusion, the uncertainty of energy response includes the following sys-

tematic uncertainties:

• The 1 � � uncertainty of e↵ective Birks0 constants and e↵ective Cherenkov e�-

ciency, which are kB1 = 0.132±0.004 mm/MeV, kB2 = 0.023±0.004 mm/MeV,

kC = 37 ± 2%, A = 100.26 ± 0.46%.

• The 0.46% uncertainty of absolute energy scale.

• The analysis ZLE threshold uncertainty of 90 ± 5 keV.

• The uncertainty of the artificial smearing 325 ± 17 PE/MeV.

• The uncertainty of the thickness of the optical separators of 1.18 ± 0.05 mm.

Each of the uncertainties above are turned into a covariance matrix individually.

As a result, the covariance matrices from energy scale uncertainty and thickness

uncertainty of separators are shown in Figure 8.31.

For the IBD spectrum measurement, the finalized calibration to simulation

comparisons are shown in Figure 8.32. The April gamma calibrations, the n-H capture
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Figure 8.31. The reduced covariance matrices used for PROSPECT’s IBD spectrum
analysis. (a) IBD covariance matrix for the uncertainty in the nonlinearity and en-
ergy scale model. (b) IBD covariance matrix for the uncertainty of panel thickness.

gamma, and the 12B beta energy are compared to the data with the uncertainties

listed above. The errors of the Erec/Emc ratio in Figure 8.19 also contain those

uncertainties.

The finalized detector response model is processed in the spectrum analysis

in the form of a detector response matrix shown in the left plot of Figure 8.33. This

matrix translates neutrino energy to the reconstructed IBD prompt energy. The de-

fault range of the input neutrino (IBD prompt) energy is from 1.8 to 10 MeV (from 0

to 10 MeV) with bin width of 0.05 MeV. After finalized energy model parameters are

implemented in PG4, IBD events are simulated with equivalent neutrino energy uni-

formly distributed in each bin. The IBD event and neutron momentum distribution

is simulated with respect to the HFIR core’s relative location to the PROSPECT AD.

With two million IBD events simulated per bin, the energy response of the IBD events

in each energy bin can provide su�cient statistical translation from neutrino energy to

reconstructed IBD prompt energy. The modeled energy spectrum of a single-energy

neutrino MC dataset is shown in the right plot of the Figure 8.33. The inconsis-

tency of a naively smeared and Gaussian fitted prompt energy and the PROSPECT
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Figure 8.32. Calibration data to best fit MC comparison with energy scale uncertain-
ties. (Top) The Erec for detector-center �-ray source deployments; (Center top)
The Erec for n-H captures from a detector-center 252Cf source deployment; (Center
bottom) The Erec for cosmogenically-produced 12B; (Bottom) The event multiplic-
ity for detector-center 137Cs and 22Na source deployments. Error bands indicate
statistical (data) and systematic (PG4) uncertainties.

reconstruction is caused by

• Energy loss in dead volumes of the PROSPECT AD.

• The 90 keV analysis ZLE threshold excludes low energy hits from a portion of

clusters, reducing their total energy and widening and lowering the total energy
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distribution.

• The electron-positron annihilation gamma energy leakage, as well as the missing

positron energy in dead segments, cause a significant amount of the prompt

events with only one 511 keV energy deposition.

• The energy response nonlinearity.

Being able to predict the detector response including unavoidable energy loss and

resolution smearing, this detector response matrix is able to provide trustworthy

conversion between neutrino energy and reconstructed IBD energy spectrum.
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Figure 8.33. Top) The detector response matrix for the conversions from neutrino
spectrum models to PROSPECT’s expected IBD prompt energy spectrum. (Bot-
tom) The IBD prompt energy spectrum generated from a 4.0 MeV antineutrino
simulated through PG4. The red line represents a ⇠3.2 MeV prompt energy with
Gauss function smearing equivalent to 5.5% energy resolution. The gray dashed
line is the smeared prompt energy shifted to match the PROSPECT reconstructed
mean energy.
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CHAPTER 9

IBD PROMPT ENERGY SPECTRUM OF ANTINEUTRINOS FROM 235U

With event selections based on multiple aspects of the prompt and delayed

coincidence and cosmic ray exclusion, PROSPECT is able to detect reactor neutrinos

with minimal overburden. The first reactor neutrino oscillation measurement from

PROSPECT [93] was made using 33 exposure days reactor-on and 30 exposure days

of reactor-o↵ data. The first IBD prompt energy spectrum of antineutrinos from

HFIR was measured after ⇠78 days (40.3 reactor-on exposure days, 37.8 reactor-o↵

exposure days) of total data acquisition [94]. In this thesis, the IBD prompt energy

spectrum measurement is reported. Because of the limited detector dynamic range

and the energy range of IBD prompt energy, the prompt energy spectrum between

0.8 MeV and 7.2 MeV is studied. The reactor correlated energy spectrum is obtained

with reactor o↵ backgrounds subtracted from reactor on IBD candidates. To do

this, delicate background stability characterization and corrections were performed.

To quantify the contribution of 235U to the 5-7 MeV excess of the reactor neutrino

spectrum with respect to the Huber model [67], the PROSPECT measured IBD

spectrum was compared to a variety of spectrum models.

9.1 IBD Event Selection

The reconstructed IBD event rate and energy spectrum was blinded until the

IBD event selection values were frozen. PROSPECT’s initial reactor neutrino os-

cillation measurement was based on IBD event selection developed with 3 days of

reactor-on and reactor-o↵ data. The IBD selection for the prompt energy spectrum

measurement was further studied with the oscillation measurement data before un-

blinding additional data. Some IBD selection values were adjusted to optimize signal
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stability, signal to background ratio (S:B), and total event statistics.

The IBD event selections are selections based on PSD, time coincidence be-

tween prompt and delayed clusters, topological spread of the IBD clusters, and de-

tector volume cuts. Acceptance values of IBD selection and the physical purpose of

each cut are shown in Table 9.1 and 9.2. The PSD values of prompt and delayed hits

are used to identify the type of particle.

Table 9.1. All cuts of IBD event selections (page 1 of 2).

Event Class Category Accepted value Purpose

Prompt PSD < 2.5� of lower PSD

distribution

Purify positron and

gamma selection

n-Li PSD < 3.6� of n-Li PSD

distribution

select n-Li hits based

their PSD range

energy < 3� of n-Li energy

distribution

select n-Li hits based

energy range

Prompt-delay

correlations

�t 1-120 µs maximize the window

for the delayed n-Li

hits

�(x, y) same segment or ad-

jacent segment (0 to

14.5 cm)

close prompt-delay

vertex

�z 180 mm (same seg-

ment) 140 mm (adja-

cent segment)

close prompt-delay

vertex
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Table 9.2. All cuts of IBD event selections (page 2 of 2).

Event Class Category Accepted value Purpose

Cosmic shower muon veto > |200| µs from a

muon event

reject accidental back-

ground correlated

with muon shower

fast neutron

veto

> |200| µs from a un-

correlated n-Li hit

reject accidentals cor-

related with cosmic

neutron

heavy particle

recoil veto

> |200| µs from a un-

correlated from heavy

particle

reject accidentals cor-

related with cosmic

shower

Fiducial volume z range <44.4 cm from seg-

ment center

veto accidentals with

the scintillator at

edges

segment

exclusion

prompt vertex inside

the fiducial volume

veto accidentals with

the scintillator at

edges

In the study of optimizing IBD selection, an e↵ective count was defined as

counteffective =
7.2MeVX

0.8MeV

1

�2
relative

, (9.1)

where

�relative =
q

�2
on + �2

off + 2(5% ⇤ �2
off ). (9.2)

Both �on and �off consist of a statistical uncertainty and 5% systematic uncertainty of

IBD candidates collected in the reactor-on and -o↵ period, respectively. Additionally,
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the reactor o↵ normalization uncertainty of 5% of the total uncertainty was added

under the consideration of the time dependence of the IBD rate. The IBD selection

was optimized by searching for various acceptance values to maximize the e↵ective

count.

The PSD selection of prompt and delayed hits are based on the PSD distribu-

tion of all events collected in a one hour run. The PSD distribution of all hits in the

PROSPECT detector, as well as an illustration of the IBD coincident hit selection

are shown in Figure 9.1. By selecting events dynamically with PSD distributions, the

time dependence of particle identification is minimized.
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Figure 9.1. Illustration of the IBD PSD selection, where the solid line and dashed
line are 2.5� threshold for positron- and gamma-like hits and the mean of their
PSD distribution. The red circle represents the small range of PSD and energy for
n-Li-capture-like hits.

The time coincidence of prompt and delayed clusters requires a 1 to 120 µs �t

window, that is

�t ⌘ Tdelayed � Tprompt (9.3)

Other time cuts are applied to minimize accidental IBD candidate (henceforth referred

to as ‘accidental’) rates, cosmogenic showers, and fast neutrons of cosmic ray back-
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grounds and reactor correlated non-IBD events. Topology cuts require close distance

prompt and delayed hits to further reduce accidentals. In the PG4 simulation of the

detector response to cosmic backgrounds, the out-most layer of segment was found to

contain significantly more backgrounds than the inner segments. Thus, IBD prompt

hits in the exterior segments are excluded. The interior segments of the PROSPECT

AD are referred to as the fiducial volume. Once again, the finalized IBD selection

values are listed in Table ??. The simulated IBD prompt energy spectrum is shown

in Figure 9.3.
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Figure 3: Segment positions of cosmic background IBD-like prompt events, after topology
cuts and cell-end fiducialization.
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(b) Updated simulation.

Figure 4: P2k total cosmic contributions to IBD-like background (with cuts sequence from pro-
posal).
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Figure 5: P2k signal to background projection after cuts.
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(b) Previously shown in PROSPECT physics paper for
12 ⇥ 10 baseline.

Figure 4: IBD signal versus IBD-like cosmic background, after all cuts. Previously publicised
figure shown for comparison.

4

Fiducial volume

Figure 9.2. Illustration of the detector fiducial volume from the PG4 simulation of the
cosmic ray background, where the accidental rate of each segment is shown. The
higher accidental rate in the exterior segments lead to selection of IBD candidates
within the fiducial volume.

9.2 Observation of Reactor Neutrinos on Earth’s Surface

PROSPECT is able to detect reactor neutrinos with minimal overburden.

With the first two-hour reactor-on dataset, PROSPECT is able detect a > 5� signal of

reactor neutrinos from HFIR. In the first 24 hours of reactor-on data acquisition and

the same duration of reactor-o↵ data, the PROSPECT AD collected 1254 ±30 reactor

on correlated IBD events and 614±20 reactor-o↵ IBD-like candidates. PROSPECT’s

capability of detecting reactor neutrinos under high cosmic backgrounds is due to the
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Figure 4: P2k total cosmic contributions to IBD-like background (with cuts sequence from pro-
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4

Figure 9.3. The amount of IBD candidates and cosmic backgrounds passing di↵erent
levels of IBD selection cuts. (1, 2, 3) Cosmic background veto time windows,
including muon veto, fast neutron, and single nuclear recoils. (4, 5) Topological
cut of prompt and delay distance. (6) Fiducial volume.

precise timing and topological cuts enabled by optical segmentation and PSD.

Reactor On
Reactor Off

Prompt Energy (MeV)

p(n,�)d

12C(n,n)12C*

Figure 9.4. The reactor-on and -o↵ IBD prompt energy spectra measured with 24
hours of reactor-on and -o↵ data, separately. Two major background contributions
in the spectra are the cosmic IBD-like events with n-H capture gamma and the
gamma from n-carbon inelastic scattering.
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9.3 Background Subtraction

Among the selected IBD candidates, the cosmogenic neutrons are the main

source of background in PROSPECT’s IBD measurement. The background mainly

contains the inelastic recoil of fast neutrons, a 2.2 MeV n-H capture de-excitation

gamma and the 4.4 MeV de-excitation gamma from n carbon inelastic scattering

(nC*). Measured the IBD prompt energy spectrum is a result of background sub-

traction,

SIBD = (Son�corr � Tcorr

Tacc
Son�acc) � k · Ton

Toff
(Soff�corr � Tcorr

Tacc
Soff�acc), (9.4)

where Son�corr (Soff�corr) is the reactor-on (-o↵) correlated prompt spectrum, when

1 < �t < 120 µs . The accidental candidates are uncorrelated beta/gamma and

n-Li capture hits defined as �12 < �t < �2 ms in PROSPECT data analysis. Prior

to subtraction, the accidental spectrum was normalized based on the time window

length with respect to the IBD coincident window. Additionally, k is a factor that

varies with time that is applied to the reactor-on and reactor-o↵ ratio to correct time

dependent event rate di↵erences.

The event rate of cosmic ray backgrounds is time dependent because of en-

vironmental atmospheric thickness variation (directly reflected by the variation of

atmospheric pressure). By comparing fast neutron, single n-Li capture, and muon

rates to the atmospheric pressure with respect of time, the correlation between at-

mospheric pressure and event rates was found. In analysis, these correlations are

simplified with a linear function fitted to event rate vs. atmospheric pressure data

points shown in Figure 9.5. A correction factor based on atmospheric pressure was

applied to the normalization of reactor-on and -o↵ prompt energy spectra in order

to subtract background correctly. After adjustments based on atmospheric pressure,

the IBD correlated candidate rates during the data acquisition period are stable, as

shown in Figure 9.6.



144

Figure 9: Rate of fast neutron + nLi-capture coincidences and atmospheric pressure with
time, RxOn & RxO↵ periods. 1 point = 8 hrs

Figure 10: Comparison of linear fits of FN+nLi for RxO↵ and RxOn periods. The slope is
higher for RxOn periods.

14

Figure 13: Comparison of linear fits of IBD-like events for RxO↵ and RxOn periods

Figure 14: Pressure scaled rate of IBD-like events, RxOn & RxO↵ periods. 1 point = 4 hrs

16

Figure 9.5. (Top) The correlation between fast neutron + single n-Li events and
atmospheric pressure. (Bottom) The correlation between IBD event rate and at-
mospheric pressure. Because reactor correlated event rate is higher, the reactor-on
and -o↵ data points are fitted separately with linear functions.

The reactor-on and -o↵ data dead time caused by the shower veto require-

ments varies from 14% to 11% of the total exposure time, due to reactor correlated

time-varying gamma ray backgrounds that entered the nuclear recoil band. Finally,

a correction factor of 0.991±0.004 was multiplied to the background IBD prompt

spectrum normalization by comparing the average reactor-on and -o↵ atmospheric
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Figure 13: Comparison of linear fits of IBD-like events for RxO↵ and RxOn periods

Figure 14: Pressure scaled rate of IBD-like events, RxOn & RxO↵ periods. 1 point = 4 hrs

16

Figure 9.6. The rate IBD correlated candidates with adjusted with local atmospheric
pressure. One data point is the event rate in every four hours.

pressures [95] and dead time corrected exposure time.

The energy reconstruction stability of the IBD measurement was evaluated

by comparing two reactor-o↵ IBD prompt spectra equally divided, which is inde-

pendent from possible power variation of the reactor. The comparison between IBD

prompt energy spectra from the two periods is shown in Figure 9.7. This two-period

comparison validates the correction of atmospheric pressure, as well as the energy

reconstruction stability, with �2/NDF = 35.6/56.

9.4 IBD Prompt Energy Spectrum

PROSPECT’s first HFIR 235U reactor neutrino spectrum measurement in-

cluded 40.3 exposure days of reactor-on data and 37.8 exposure days of reactor-o↵

data. In the energy range from 0.8 MeV to 7.2 MeV, total amount of reactor-on

(-o↵) IBD candidates is 70811±267 (stat.) (20036±145 (stat.)) After subtraction of

accidental events, there were 50277±267 (stat.) reactor-on correlated IBD candidates

and 18600±145 (stat.) from reactor-o↵ cycles. The total number of reactor corre-

lated IBD events is 31678±304 (stat.), with correlated S:B = 1.7:1. The measured
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Figure 9.7. The comparison between reactor-o↵ energy spectra of two time periods.
(a) Energy spectra of reactor-o↵ IBD candidate events with statistical errors. (b)
Ratio between two periods.

prompt energy spectrum is shown in Figure 9.8. With 78 days of exposure, the IBD

prompt energy spectrum of HFIR measured by PROSPECT became a direct 235U

antineutrino spectrum measurement with the highest-ever precision, compared with

⇠5000 IBD events measured in ILL [50].

9.5 Comparison with Spectrum Models

The goal of the PROSPECT spectrum measurement is to test the 235U’s con-

tribution to previous LEU experiments’ spectrum data-model disagreement, which is

described in Chapter 2. To achieve this goal, the IBD prompt energy spectrum of

HFIR is subject to comparisons with spectrum models. This study requires spectrum
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Figure 9.8. First PROSPECT IBD prompt energy spectrum from HFIR, where error
bars indicates statistical error only.

model generation, uncertainty processing, and hypothesis testing.

9.5.1 Spectrum Models. Spectrum models were generated by multiplying a the-

oretical prediction of the neutrino spectrum with the IBD cross-section and the detec-

tor response matrix described in Section 8.10. The multiplication with PROSPECT’s

detector response matrix maps antineutrino energy to PROSPECT reconstructed en-

ergy. In this study, the Huber model of the 235U ⌫e spectrum [67] was compared

to the PROSPECT measured spectrum under the assumption that no distortion of

spectrum is caused by possible sterile neutrino oscillation. In addition, two HFIR

specific reactor correlated IBD sources were modeled as minor corrections to the

models. The aluminum structure of the HFIR core generates ⌫e through � decay of

28Al, whose half-life is 2.24 minutes and Q-value = 2.86 MeV. The short reactor cycle

also introduces non-equilibrium fission isotopes that take days to achieve equilibrium

of reaction. Neutrinos from 28Al and non-equilibrium isotopes contributes to the IBD

prompt spectrum mainly in the < 4 MeV energy region, with ⇠0.8% and ⇠0.5% con-

tribution factors, respectively. The IBD prompt spectrum models with/without 28Al

and non-equilibrium contribution are shown in Figure 9.9. The contribution from
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spent nuclear fuel is negligible.

Figure 3: Left: Comparison between the Huber model before and after these corrections are
applied. Right: Ratio of the post-correction neutrino spectra including 28Al activation and
Non-equilibrium isotope production to the Huber model.

distribution functions.

2.2 Detector Response Model

PROSPECT-G4 has been refined to include our best understanding of the detector response
parameters. These include the as-designed geometry, measured values for scintillator proper-
ties (like density and molecular composition), and optical properties (like quenching factor,
energy resolution, and non-linearity). Using this full stack, we can generate a response ma-
trix to convert Neutrino Energy to Prompt Energy. We start by generating 50 keV wide
flat-energy IBD distributions from 1.8 MeV to 10.0 MeV. These are then passed through
the finalized IBD cuts via the PROSPECT2X Analysis plugin framework. The resulting
detected IBD Prompt Energy spectra are then combined into a response matrix, shown in
Figure 4.

The PG4 simulation data is analyzed using the same cuts and excluded segment list as
the real data. We can clearly see the impact of the dead segments in the band of events at
low prompt energy. These are caused by neutrinos that inverse beta-decay in dead segments,
but whose 511 keV gammas and delayed neutron capture are observed in neighboring cells.
This produces a population of sub 1 MeV events that would otherwise not be there.

The response model is generated in 50 keV steps, rather than the 200 keV steps of the
expected data comparison. This is done to counter act the fact that we generate the response
matrix with flat inputs inside each bin, which is not a good approximation of the real neutrino
spectrum. After passing the di↵erent neutrino models through the response matrix they will
be rebinned up to 200 keV, which should remove the majority of these issues.

This model is intended to capture everything we understand about the detector’s perfor-
mance. Any new e↵ect must be included to PG4 and then the matrix regenerated. We are
currently using git tags: 8↵3ed3 for P2X and 2ded175 for PG4. The code to generate these
simulations and analyses is part of the PROST github repository.

5

Figure 9.9. Prompt spectrum model generated from Huber’s prediction of 235U
spectrum with the PG4 generated detector response matrix. The spectrum model
was adjusted with the contributions from 28Al decay and non-equilibrium isotopes
in the HFIR core.

In order to search for the contribution of 235U to the spectral shape discrepancy

observed in LEU neutrino experiments, the spectrum model was adjusted with a

Gaussian function whose magnitude was allowed to float.

9.5.2 IBD Prompt Spectrum Data to Model Comparison. Spectral shapes

of the IBD data and model were compared through the evaluation of �2,

�2 = �TV�1�,

where

�i ⌘ N obs
i � Npred

i ⇥ (1 + ⌘), (9.5)

where �i is the di↵erence between the experimental measurement and prediction, ⌘

is a normalization nuisance parameter and V is a full covariance matrix, processing

statistical and systematic uncertainties. This full covariance matrix was summed from

covariance matrices of uncertainties of various aspects of analysis, such as the energy

model uncertainty described in Section 8.10. A single covariance matrix was produced



149

by comparing IBD spectrum models to toy spectra with specific variables allowed to

vary within a predetermined uncertainty range. The systematic uncertainties studied

and included in the covariance matrix are listed in Table 9.3. The full covariance

matrix for data for the model comparison is shown in Figure 9.10.

Figure 6: Left: The final covariance matrix for the Huber comparison, including all three
classes of uncertainties. Right: The diagonal elements of the final Huber covariance matrix,
broken down into Data E↵ects, Model E↵ects, and Detector E↵ects.

2.5 �2 Goodness of Fit Tests

We need to quantify how well the detected spectrum agrees (or disagrees) with the three
models proposed above. The natural way to do this is using a �2 test over our region of
interest [0.8, 7.2] MeV. Since our data has both correlated and uncorrelated uncertainties,
this test is best performed using a covariance matrix approach. There have been many good
summaries of this technique, most notably by K. Gilje in docDB1345. Briefly, the covariance
matrix is a way of encoding both correlated and uncorrelated uncertainties into one object
that then can be used to produce a �2:

� = �observed � �expected (2)

�2 = �T C�1� (3)

where �observed and �expected are the detected and model-predicted spectra and C is the
covariance matrix. The resulting �2 accurately handles both types of uncertainties and is
our best “goodness of fit” metric. For illustration, we will produce a “Chi per bin” plot
that shows what each bin contributes to the total �2. This is following the example of what
Daya Bay did in their spectral papers. We will show examples of this plot in the following
validation sections.

2.6 Process Summary

We have outlined the process for performing the spectral analysis. This framework is flexible
and can be expanded to include more uncertainties as we see fit. Next we will discuss
validation of the process using two di↵erent spectral shapes generated in PG4 and tested
with our analysis.

8

Figure 9.10. (Left) Full covariance matrix used in PROSPECT spectrum and
model comparison. (Right) The diagonal terms of the di↵erent covariance matrices.
Currently, the uncertainty of PROSPECT’s spectrum measurement is statistically
dominated.

The spectral shape contribution to the total �2 in di↵erent energy range is

defined as

e�i =
N obs

i � Npred
i

|N obs
i � Npred

i |

q
�2

original � �2
i,new. (9.6)

The energy distribution of the local �2
i is used to characterize the deviation in each en-

ergy bin. The PROSPECT measured IBD prompt spectrum is shown in Figure 9.11,

along with local �2 contributions and data-model ratios.

9.5.3 Results. In the comparison between the PROSPECT measured spectrum

and the adjusted Huber spectrum model, �2/NDF = 51.4/31, with a one-sided p =

0.01. Most significant local discrepancies were found in the range from 2.8 MeV to

3.5 MeV, and > 6.5 MeV energy, with 2 � 3� significance.

An ad hoc spectrum model was made based on the Huber spectrum to allow

regional spectral shape, in 5-7 MeV ⌫eenergy, to change with a Gaussian. The best-fit
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Table 9.3. List of systematic uncertainties.

Systematic

uncertainty

� Description

Background nor-

malization

0.5% uncertainty of the time dependent event rate

Background n-H

peak height

4% the variation of n-H peak height

Energy recon-

struction factors

- described in detail Section 8.10

Energy leakage 8 keV the data to MC di↵erence of in energy shift

from 22Na calibration at di↵erent positions

in detector

z fiducial volume 25 mm position reconstruction variation

28Al contribu-

tion

100% uncertainty of contribution factor to the

spectrum

Non-equilibrium

isotope contri-

bution

100% uncertainty of contribution factor to the

spectrum

ad hoc spectrum model is shown in Figure 9.11(b), suggesting a distortion magnitude

n = 0.69±0.53 observed by PROSPECT, as a ratio to Daya Bay measured magnitude

of excess [1]. This result is compatible with hypothesis of equal isotopic contribution
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Figure 9.11. (a) PROSPECT measured spectrum compared to adjusted Huber
spectral model [94], with error bars including both statistical and systematic un-
certainties. (b) The IBD prompt spectrum ratio to the adjusted Huber model, a
best-fit ad hoc distortion to the model at the 4-6 MeV region. (c) The �2 constri-
bution from each energy bin and the local p-values in 1 MeV wide regions.

(n = 1) and the Huber model (n = 0), with current uncertainties. The PROSPECT

measured IBD spectrum disfavors (with 2.1�) the hypothesis that the regional excess

is caused solely from 235U ( n = 1.78).
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CHAPTER 10

CONCLUSION

The PROSPECT experiment was built to directly measure the 235U generated

antineutrino energy spectrum. The experiment also relies on measuring relative spec-

tral di↵erence at various baselines to probe the short baseline oscillations involving a

sterile neutrino. Its short baseline measurement at HFIR contains challenges of high

reactor correlated and cosmic ray backgrounds. The PROSPECT AD was therefore

designed as an optically segmented LS target for accurate reconstruction of particle

tracks and vertex positions. High precision fabrication and 3D printing were applied

to build the optical grid subsystem, in order to minimize the dead volume of the liquid

scintillator detector. The interlocking between the PLA rods and separators allows

exclusive features for the calibration source insertion and event position calibration.

After approximately one year of component fabrication and detector construction,

the PROSPECT AD was commissioned in February 2018.

As a vital step for the 235Uspectrum measurement, energy scale calibration

- setting the relationship between neutrino energy and reconstructed IBD energy -

presented unique challenge because of the segmented nature of the PROSPECT AD.

Energy and hit loss in the detector, as well as the Birks’ quenching and Cherenkov

e↵ects in the scintillator light yield were studied exhaustively with radioactive cali-

bration sources and ambient particle interactions. The dependence between cluster

energy and segment multiplicity of a particle requires simulation of complicated non-

linear e↵ects and detector structure to characterize the full detector response. The dE
dx

calculated by Geant4 enables simplification of the nonlinear e↵ect simulation. By fit-

ting multiple calibration sources’ data with MC simulation simultaneously, the best-fit

energy response model was constrained with sub-1% energy scale uncertainty. Signif-
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icant computing resources were used in this parameter searching process. Subsequent

variations of event reconstruction dependent on time and position were quantified

and removed.

PROSPECT measured the IBD prompt energy spectrum from HFIR with

⇠78 exposure days and collected 31678±304 reactor correlated neutrino events on

the Earth’s surface, with S:B = 1.7:1. The Huber spectrum model with corrections

specific for HFIR was compared to the PROSPECT measured spectrum. With current

statistics, the PROSPECT measured spectrum was found to be compatible with

both Huber and the “equal isotope” hypothesis with relatively high �2/NDF, and

disfavored the “all 235U” hypothesis at 2.1�.

10.1 Personal Contribution

My personal contributions to PROSPECT’s reactor neutrino spectrum in-

clude:

• During the early detector R&D with prototypes, I participated the prototype

construction, tested di↵erent configurations of the optical grid components to

ensure their material compatibility and superior optical property, and developed

detector calibration analysis programs in preparations of full detector calibra-

tion.

• I co-led the e↵orts of the optical grid fabrication, construction and QC/QA

measurements.

• As a core member for the PROSPECT AD construction, I developed the pro-

cedures for the optical grade construction.

• During detector installation and commissioning, I participated the detector fill-

ing work, and was responsible for characterizing detector performance with
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PROSPECT’s initial wet commissioning and calibration data.

• I led the collaboration e↵ort of detector energy scale calibration. This work

involves equally significant e↵ort of adjusting the PG4 simulation of detector

response and reconstruction of calibration events with various interactions.

• I conducted studies of quantifying systematic uncertainties of the PROSPECT

AD’s energy response.

• I was also deeply involved in identifying the IBD event selection cuts.

10.2 Possible Improvement of This Work

The energy scale study for the PROSPECT spectrum measurement can be

further improved by including the AmBe calibrations and BiPo energies into the

data-MC comparison for parameter searching. This work requires better modeling of

the AmBe calibration source and the beta energy from Bi in the PG4 simulation. The

simulation of e↵ective Cherenkov light can be adjusted with more realistic modeling

of light transmission and indices of refraction. The density of 6LiLS, a key factor of

particle stopping power, was simulated according to measurements with a prototype

detector. A re-measurement of target density with realized PROSPECT detector is

likely warranted.

Regarding to PROSPECT’s reactor neutrino spectrum measurement, the AD

has been collecting more reactor-on and -o↵ data to further improve the precision of

the spectrum measurement. Joint spectrum analysis between PROSPECT and other

LEU experiments will be significantly helpful in searching for the isotopic contribu-

tions of the reactor neutrino spectrum shape discrepancy.
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